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The work reported herein covers the effort to improve the accuracy and to provide some confidence in the analytical methods for predicting radiant heat exchange among surfaces having nonelementary emission and reflection characteristics. The study consisted of an examination of the validity of commonly used simplified methods of radiant heat transfer analysis, measurements of local irradiation at a surface, and Monte Carlo calculations to estimate what level of detail is important in the description of the radiation characteristics of surfaces.

The radiant heat transfer problem was first formulated for a general enclosure with as few simplifying assumptions as possible and then specialized to a very simple configuration. Solutions for the local radiant heat flux and incident flux were obtained for seven different models approximating the radiation characteristics of surfaces. The models ranged from the simple diffuse, specular, and diffuse-specular constant property models to the very detailed directional emission and bidirectional reflection model.

The local irradiation was measured for five different materials and two simple configurations. The materials tested were sandblasted stainless steel, electropolished stainless steel, rough electroplated gold, smooth electroplated gold, and PV 100 white paint. Measurements were made over the temperature range from 90°F to 850°F for each of four sets of geometric parameters. The predictions of the local incident flux using the diffuse, specular, and diffuse-specular models have been compared with experimental results.

The Monte Carlo method was found to yield radiant heat transfer results of acceptable engineering accuracy. The results showed that under some conditions the choice of the model for radiation surface characteristics can be very critical for both the local heat transfer and overall radiant interchange calculations.

The effort has advanced the general technology and developed a number of important technical areas which are worthy of further study. The detailed results, discussion, and conclusions are given in the body of the report.
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1. INTRODUCTION

An understanding of heat transfer has become increasingly important for modern day technology. Contemporary applications have called for systems capable of operating at high temperatures or in the absence of convection, e.g., free space. Specific examples of these applications include space vehicles, solar energy conversion devices, power plants for space exploration needs, propulsion systems, etc. In these applications radiation heat transfer may be the major or the only means of energy transfer and its determination is of considerable practical importance.

In the design of the more complex space vehicles capable of penetrating into unfamiliar thermal environments the engineer must rely more than ever on the thermal control of the vehicle for optimum reliability and performance. This control can be achieved by passive or active means, but essential to either method is an accurate prediction of the radiant heat transfer. This particular application as well as others has called for more reliability, higher precision, and greater detail in radiant heat transfer predictions than were considered necessary in the past. Therefore a need has been generated for a more complete understanding of the basic principles of radiation heat transfer, more realistic methods of analysis, and more detailed knowledge of the radiation characteristics of surfaces.

The present study was conceived as an analytical and experimental evaluation of the validity and accuracy of the simplified models for approximating radiation surface characteristics and the different methods of radiant heat transfer analysis. Specifically, the purpose of the investigation conducted was twofold and can best be described by briefly summarizing the essential elements of the research program:

1. Using a more realistic and refined analysis, examine the accuracy of the commonly used simplified models for predicting radiation interchange between real surfaces.

2. Experimentally check the validity of the simplified methods of radiant heat transfer analysis.

The program as stated above is too ambitious and too inclusive to be treated thoroughly within the limits of the time and funding of the program. The specific tasks undertaken were therefore based upon the following steps:
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1. Predict radiant heat transfer between representative simply arranged surfaces taking into account the dependence of radiation surface characteristics on wavelength, direction, and roughness.

2. Measure radiant heat transfer between simply arranged surfaces.

3. Compare analytical predictions with experimental data and examine the validity of the commonly used simplified methods of radiant heat transfer analysis.

4. Determine what level of detail is important in the prediction of overall and local heat transfer rates using the Monte Carlo method and estimate the accuracy of this computational procedure.

5. Estimate the useful range of the commonly used approximate methods for radiant heat transfer analysis and suggest simplified models and procedures which should be employed for more realistic radiant heat transfer design calculations.
The aim of this chapter is to present a review of the literature of the topics relevant to the present study. Emphasis is placed on contributions describing the most recent achievements. Most of the earlier work is referred to by way of textbooks or previous survey articles. The survey of literature covers two general areas: 1) analysis of radiant heat interchange, and 2) experimental measurement of radiant heat transfer.

2.1 Analysis of Radiant Heat Interchange

Until recently it had been a common engineering practice to predict radiant heat transfer by assuming that the participating surfaces are gray, perfectly diffuse, and non-polarizing. A number of computational procedures have been devised for calculating radiation interchange between gray diffuse surfaces. A review and comparison of these methods has been given by Sparrow [1]*. With the approximation that the radiosity or irradiation is uniform on each constant temperature surface (or zone), the standard methods permit the calculation of radiant heat exchange between n-surfaces with no greater difficulty than solving a system of n-algebraic equations. Unfortunately, the accuracy of the results obtained is uncertain due to the departure of the basic assumptions from actual conditions. Experiments performed some time ago [2,3] have shown that emission and reflection is not diffuse for actual materials. In spite of the experimental evidence, the postulate that the surfaces are diffuse has remained standard until recently. The justification for retaining the diffuse assumption has been computational simplicity. Another deficiency of the methods is that only the overall heat transfer rate for each surface (or a zone) can be calculated; local heat flux cannot be predicted.

The emphasis on precision and greater detail demanded by newer applications to modern technology has brought forth new approaches and more realistic methods for computing radiant heat transfer. The assumption that the radiosity over a given surface is uniform has been relaxed by formulating the radiation exchange problems in terms of integral equations. A number of solutions for different geometrical arrangements has been reported in the literature. A

*Numbers in brackets denote references.
summary of some of these studies can be found in the review articles by Sparrow [1,4] and in the textbook by Sparrow and Cesar [5].

As an alternate to the diffuse model the image method for calculating radiation interchange between plane surfaces which emit diffusely and reflect specularly has been developed by Eckert and Sparrow [6] and extended by Sparrow et al. [7]. This method has been employed in a number of studies to facilitate computation of radiation interchange in enclosures consisting of plane surfaces. The image method has also been applied for calculating radiation interchange in an axisymmetric configuration formed by specularly reflecting surfaces [8]. A more complete review of the literature concerning the diffuse emission and specular reflection model can be found in Reference [5].

Real surfaces are neither purely diffuse nor specular reflectors. A model which probably approaches more closely to physical reality has been suggested by Seban [9]. It involves a subdivision of the hemispherical reflectance into diffuse and specular components, such that

$$\rho = \rho_d + \rho_s$$

This approximation coupled with the assumption of diffuse emission also lends itself readily to analytical treatment. This model has been adopted by Sparrow and Lin [10] and by Sarofim and Hottel [11] for calculating radiation interchange between surfaces. The approach is more realistic than the methods already discussed; however, it is still not completely satisfactory since the radiation characteristics of surfaces are assumed to be independent of direction.

The radiation exchange problem between real surfaces can be formulated quite generally in terms of integral equations. Introduction of the reflection distribution function (bidirectional, biangular or partial reflectance) permits a rigorous formulation of the radiation interchange problem [12,13]. There is, however, insufficient knowledge of the bidirectional reflectance for actual engineering materials, and even with such data available the solution of the radiation interchange equations is too formidable to be generally of practical use. Three approximate methods of increasing exactness for calculating radiation interchange within a multisurface enclosure made up of actual surfaces have been proposed by Bevans and Edwards [13]. Radiant heat exchange between two infinitely long specularly reflecting plates sharing a common edge and having direction dependent radiation surface properties has been analyzed by Hering [14].
The numerical solution of rigorously formulated radiation interchange problems is often impractical even on the very fast digital computers. As an alternate to the analytical formulation a statistical method known as Monte Carlo has recently been used and appears to be promising for evaluation of radiation interchange in complex systems and where radiation surface characteristics depend on direction as well as wavelength. The application of the Monte Carlo method to the analysis of radiation interchange between surfaces has been discussed by Howell [15] and Corlett [16]. A more complete and also a more recent survey of the literature dealing with the application of Monte Carlo and related methods to radiation interchange is given by Toor [17].

The review of the literature has revealed that few attempts have been made to analyze radiant heat transfer between actual surfaces with direction and wavelength dependent properties. The validity of the simplified methods of analysis has not been verified either by more realistic calculation schemes or by experimental measurements. It is clear that there is a definite need for more refined and yet manageable methods of prediction of radiant heat transfer.

2.2 Experiments on Radiant Heat Interchange

The experimental measurement of radiation interchange between surfaces, i.e., the overall radiant heat losses, irradiation, etc., has received very little attention. Most of the research effort in the past has been devoted to the experimental determination of radiation surface characteristics. In a large number of experiments the overall radiant heat interchange was measured between simply arranged surfaces, such as two parallel plates or two concentric cylinders, and from these data the total hemispherical emittance was calculated. Other studies have involved the measurement of equilibrium temperatures of surfaces which are exchanging heat by radiation only. Reference [18] is one example of such studies.

To the authors' knowledge measurements of radiant heat exchange have been made by only a few investigators [19-21]. The overall heat transfer between two eccentric spheres having different surface properties was measured by Elser [19]. He found that heat transfer increased with eccentricity and attributed this finding to the increase in importance of specular reflection. A similar test arrangement was employed by Minch [20]. The inner sphere was made of copper and the outer of brass and both were highly oxidized. Minch found that the overall radiant heat transfer increased slightly with eccentricity and that the radiation interchange factor based on a diffuse-specular model for reflection agreed well with the experimental data. Radiant heat interchange between
two one square foot parallel, type 302 stainless steel, plates maintained at different temperatures was measured by Love and Gilbert [21]. For close spacings the measured overall heat transfer agreed within few percent with the predictions based on the diffuse model.
3. ANALYSIS OF RADIANT HEAT TRANSFER

The purpose of this chapter is threefold. First, to present a method of radiant heat transfer analysis which accounts for the spectral, directional, and mechanical (such as roughness) characteristics of engineering materials. Second, to focus attention on radiation interchange between some simply arranged surfaces and predict radiant heat transfer on the basis of more realistic models for radiation surface properties than has heretofore been attempted. Third, to compare the radiant heat transfer predictions based on the widely used idealized diffuse, specular, and diffuse-specular models for radiation surface properties with more refined models and thereby ascertain their validity and accuracy.

To this end, the general radiation interchange problem in a real enclosure is formulated and then specialized to a particular configuration. The radiation surface characteristics required in the implementation of the heat transfer analysis and the models for radiation surface properties adopted for consideration are discussed in some detail. Finally, the results are presented and analyzed.

3.1 Formulation of the Radiation Interchange Problem

A sufficiently general radiant heat transfer analysis between surfaces can best be given by considering radiation interchange in an enclosure. The "enclosure" may be fictitious and the concept as used here denotes a hypothetical region completely bounded by real surfaces of known radiation characteristics at which either the local temperature or the heat flux are prescribed and/or by imaginary surfaces over which the incident radiation field is completely specified. An enclosure defined in this manner encompasses practically all radiant heat transfer problems of engineering interest. This concept is introduced only for the purpose of making certain that all radiation, whether incident or leaving the system, is accounted for in the analysis.

The intent here is to formulate the radiation interchange problem between real surfaces with as few idealizing assumptions as possible. However, some of the postulates on which the analysis is based are necessary in order to make the problem
mathematically tractable and it is therefore desirable to
discuss them before proceeding with the detailed formulation.
The following simplifying assumptions are employed in the
analysis:

1. The geometric optics theory is valid for the
   analysis of radiant heat interchange. The two
   fundamental postulates of the theory are: 1) the
   various effects and quantities are additive, and
   2) the directional change of radiation is
   negligible. The former assumption implies that
   the phenomena of diffraction, interference and
   coherence are excluded [22].

2. Planck's and Kirchhoff's laws are valid. This
   assumption implies that the body which is exchanging
   heat by radiation is at thermodynamic equilibrium
   defined by temperature T and that there is no
   change in the nature of the body.

3. The radiation characteristics of surfaces are
   independent of the polarization state of the
   incident intensity.

4. The medium separating the surfaces does not
   participate in the exchange of radiation, i.e.,
   is non-radiating.

5. The index of refraction of the medium separating the
   surfaces is constant, i.e., is equal to unity.

That assumption 3 is not generally valid is well
recognized [22] and has been examined in more detail by
Edwards and Blevens [23]. No conceptual difficulties would be
introduced by omitting assumptions 4 and 5; however, they
have been retained in the present treatment for the sake of
reducing the nonessential mathematical complications.
Assumptions 1 and 2 are not expected to seriously impair the
relevancy of the analysis for engineering applications.

For the purpose of defining the radiant energy quantities
of interest consider some typical surface element, say dA,
on an opaque surface specified by a position vector \( \mathbf{r} \) as
pictured in Fig. 1. The unit vector \( \mathbf{U} \), i.e., the polar
angle \( \theta' \) and azimuth angle \( \phi' \), denotes the direction of
the incident pencil of rays and d\( \omega' \) the elementary solid
angle around it. Similarly, the unit vector \( \mathbf{N} \) denotes the
direction of the emitted and reflected pencil of rays and
the elementary solid angle to which the rays are confined
is d\( \Omega \).

The local spectral radiant heat flux, \( q(\mathbf{r}, \lambda) \), can be
expressed from the viewpoint of an observer just inside the
body as
Figure 1
Geometry of Radiation Incident and Leaving a Differential Area
or from the viewpoint of an observer just outside of the body as
\[
q(T, \lambda) = J(T, \lambda) - G(T, \lambda)
\]  
(3.2)
The spectral irradiation (incident flux) \(G(T, \lambda)\) is defined as
\[
G(T, \lambda) = \int_0^\infty T'(T', \lambda, \chi) \cos \theta' d\Omega'
\]  
(3.3)
and the spectral radiosity (leaving flux) is defined as
\[
J(T, \lambda) = \int_0^\infty I(T, \lambda, \chi) \cos \theta d\Omega
\]  
(3.4)
In Eq. (3.3) \(T'(T', \lambda, \chi)\) denotes the spectral intensity of radiation incident on \(d\Omega\) from the direction \(\chi\), and \(I(T, \lambda, \chi)\) denotes the spectral intensity of radiation leaving (emitted plus reflected) \(d\Omega\) in the direction \(\chi\). The total (integrated over the entire spectrum) local radiant heat flux is obtained by integrating \(q(T, \lambda)\) over all wavelengths.
\[
q(T) = \int_0^\infty q(T, \lambda) d\lambda
\]  
(3.5)
Examination of Eqs. (3.1) through (3.5) reveals that the evaluation of radiant heat flux reduces to finding the spectral intensity of radiation leaving or incident on a surface.

With the assumption of no diffraction, interference, coherence, and polarization effects the spectral intensity of radiation, \(I_1(T, \lambda)\), leaving the opaque differential element of area \(dA_1\) on surface 1 in the direction \(\Pi_1\), is given by
\[
I_1(T, \lambda) = \int_0^\infty \varepsilon(T', \Pi', \Pi, \lambda) I_1(T', \lambda) + \int_0^\infty \f(T', \Pi', \Pi, \lambda) I_1(T', \lambda, \chi) \cos \theta' d\Omega'
\]  
(3.6)
The first term in Eq. (3.6) represents the intensity of emitted radiation in the direction \(\Pi_1\) and the second the intensity of reflected radiation in the direction \(\Pi_1\) as a result of contributions due to the energy incident on the element of area \(dA_1\) from the surroundings. The reflection distribution function \(f(T; \Pi', \Pi, \lambda)\) can be interpreted as a probability function. The expression
\[
\varepsilon(T; \Pi; \Pi', \lambda) \cos \theta d\Omega
\]
Figure 2

Geometry for Radiant Interchange in an Enclosure
represents the probability that an incoming bundle of rays \((\Omega', d\Omega')\) will be reflected at a given point on the surface into the pencil rays \((\Omega, d\Omega)\). It was first introduced by McNisholas [24] and employed by Polyak [12] in formulating the radiant interchange problem.

Since the intensity of radiation is constant along a path in a non-radiating medium having a constant index of refraction or in free space, the spectral intensity of radiation leaving the elementary area \(dA_i\) in the direction \(\hat{n}_i\) must be equal to the spectral intensity \(I_{\nu, \lambda}^*\) of radiation incident on the elementary area \(dA_j\) from direction \(\hat{n}_j\), i.e.,

\[
I_{\nu, \lambda}^*(\hat{r}_j, \hat{n}_j, \lambda) = I_{\nu, \lambda}^*(\hat{r}_i, \hat{n}_i, \lambda)
\]

(3.7)

We further note from Fig. 2 that the elementary solid angle \(d\Omega_j\) subtended by \(dA_j\) as viewed from \(dA_i\) is given by

\[
d\Omega_j = \cos \theta_j dA_j / |\hat{r}_i - \hat{r}_j|^2
\]

(3.8)

With the aid of Eqs. (3.7) and (3.8), Eq. (3.6) can be expressed as

\[
I_{\nu, \lambda}^*(\hat{r}_j, \theta_j, \phi_j, \lambda) = \epsilon_j(I_{\nu, \lambda}^*(\hat{r}_i, \theta, \phi, \lambda)) I_{\nu, \lambda}^*(\hat{r}_i, \theta, \phi, \lambda) K_{ij} dA_j
\]

(3.9)

where the configuration kernel \(K_{ij}\) is defined as

\[
K_{ij} = \cos \theta_i \cos \theta_j / |\hat{r}_i - \hat{r}_j|^2
\]

(3.10)

Note that the angles involved in the sources of radiation \((\theta_i, \phi)\) have now been referred to the source surfaces. The integration indicated in Eq. (3.9) extends only over those parts of surface \(j\) which are directly "visible" from \(dA_i\).

The summation over all surfaces \(j\) includes even the contributions from surface \(i\) itself if it is conosave and is "visible" from \(dA_i\).

Radiant energy may enter and leave the enclosure through the imaginary "surfaces"; however, the spectral intensity of radiation incident on a surface must be completely specified. Since the imaginary surface is perfectly transparent to radiation (it neither emits, absorbs, nor reflects), the radiation incident from some external source on the outside of surface \(k\) is equal to the spectral intensity of radiation leaving the surface.
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Thus, any radiation which may enter the enclosure can be accounted for. For an enclosure consisting of \( m \) real surfaces, Eq. (3.9) contains \( m \) unknown functions \( I_1, I_2, \ldots, I_m \). Since the unknown appear under the integral sign, the resulting equations are integral equations. Once the solution for \( I_1 \)'s has been determined from Eq. (3.9) for specified surface temperatures, the local radiant heat flux follows directly from Eq. (3.5). If, however, the local heat flux distribution is prescribed and it is necessary to calculate the temperature distribution the problem is much more difficult since an iterative procedure must be employed to solve Eqs. (3.5) and (3.9) simultaneously.

The preceding formulation of the problem is rigorous, theoretically exact, and straightforward; however, the exact solution of the governing equations is not feasible, and a numerical solution is in general too formidable and hardly an attractive prospect for engineering calculations. Thus, in order to make some progress it is desirable to select a favorable physical situation which retains the essential features of the analysis while avoiding the distractions of complex geometrical relationships. The physical system chosen for analysis is illustrated in Fig. 3. It consists of two finite width plates which extend indefinitely in the direction normal to the plane of the figure. The choice of this configuration was dictated by the following considerations:

1. the system has a simple geometrical character and with a proper choice of geometrical parameters approximates a large number of arrangements of practical engineering interest,
2. it encompasses open as well as closed systems and will thus permit a more critical examination of the influence of directional effects on radiation interchange, and
3. some heat transfer results are available from previous studies \( [6,14,25,26] \) for certain limiting situations.

For this geometry when both plates have surface temperatures and properties which are independent of the longitudinal coordinate, the integral Eqs. (3.9) reduce to a pair of equations

\[
I_1(\xi_1, \xi_2, \eta_1, \eta_2, \lambda) \epsilon_1(\xi_1, \xi_2, \eta_1, \eta_2, \lambda) I_2(\xi_1, \xi_2, \eta_1, \eta_2, \lambda) K_{12} d\xi_2 d\eta_2 = (3.12)
\]

and

\[
I_k(\xi_k, \eta_k) = I_k(\xi_k, \eta_k, \lambda)
\]

\[
(3.11)
\]
Figure 3

Infinitely Long Plate Configuration
\[ I_2(\xi_2, \xi_1, \eta_1, \lambda) = \varepsilon_2(\xi_2, \xi_1, \eta_1, \lambda) I_0(\xi_2, \xi_1, \eta_1, \lambda) + \]
\[ \int_0^1 \int_0^1 \varepsilon_2(\xi_2, \xi_1, \eta_1, \xi_0', \eta_0') I_1(\xi_2, \xi_1, \eta_1, \lambda) K_{21} d\xi_0' d\eta_0' \quad (3.13) \]

The angles defining the directions of incidence, reflection and emission have been expressed in terms of the position coordinates. The mathematical details are given in Appendix A. It now remains only to adopt theoretical models for the radiation characteristics of the surfaces before proceeding with numerical solutions of Eqs. (3.12) and (3.13).

3.2 Radiation Characteristics of Surfaces and Theoretical Models

In analyzing the interchange of radiant energy among surfaces, one needs an acceptable description of the emission, absorption and reflection characteristics, including the reflection distribution function, of the participating surfaces. For the present application, where an attempt is made to evaluate the importance of real surface effects, considerable detail is required in specifying the radiation properties. However, the intent here is not an accurate reproduction of radiation surface characteristics of any particular material by analytical expressions, but only a qualitatively correct functional form which represents the gross trends of the properties with direction and wavelength.

3.2.1 Reflection Distribution Function

A number of theoretical models for the distribution of reflected electromagnetic radiation from surfaces with different topographies have been proposed in the literature and are reviewed by Beckmann and Spizzichino [27]. However, most of these models are derived for electrical conductors having infinite conductivity and are usually modified in some approximate manner for application to real engineering materials. Houchens and Hering [28] have critically examined the Davies [29] and Beckmann [27] models. They have discarded the former in favor of the latter on the basis of two criteria. First, the Beckmann model has a firmer theoretical foundation and a wider range of applicability. Second, the Davies model violated the energy conservation requirement. Houchens and Hering have also found that the Beckmann model agrees reasonably well with the limited data available.
The basic postulates made by Beckmann in deriving the theoretical model for a rough surface are discussed in detail elsewhere [27,28] and need not be repeated here. The reflection distribution function for an infinite conductivity material, \( f_\infty(\theta', \psi; \theta, \phi; \lambda) \), is conveniently expressed [27] as a sum of the coherently reflected energy, \( f_{\infty, c}(\theta', \lambda) \), and the incoherently reflected energy, \( f_{\infty, ic}(\theta', \psi; \theta, \phi; \lambda) \),

\[
f_\infty(\theta', \psi; \theta, \phi; \lambda) = f_{\infty, c}(\theta'; \lambda) U(\theta) + f_{\infty, ic}(\theta', \psi; \theta, \phi; \lambda) \tag{3.14}
\]

where

\[
f_{\infty, c}(\theta', \lambda) = \exp \left\{ -\left[ 4\pi (\sigma_0/\lambda) \cos \theta' \right]^2 \right\} \tag{3.15}
\]

\[
f_{\infty, ic}(\theta', \psi; \theta, \phi; \lambda) = \frac{\pi (a_0/\lambda)^2}{\cos^2 \theta' \cos^2 \theta} \sum_{m=1}^\infty \frac{1 + \cos \theta \cos \theta' - \sin \theta \sin \theta' \cos \psi}{\cos^2 \theta + \cos^2 \theta'} \left[ \frac{4\pi^2 (a_0/\lambda)^2 (\cos \theta + \cos \theta')^2}{m(m')} \right] \tag{3.16}
\]

and

\[
U(\theta) = \delta(\theta' - \theta) \delta(\phi' - (\phi + \pi))/\cos \theta' d\phi'. \tag{3.17}
\]

In Eq. (3.17) \( \delta(x) \) is the Dirac delta function and is defined as follows:

\[
\delta(x-x') = \begin{cases} 
0 & \text{if } x \neq x' \\
\infty & \text{if } x = x' 
\end{cases} \quad \int_{-\infty}^{\infty} \delta(x-x') dx = 1 \tag{3.18}
\]

The reflection distribution function for engineering materials (having finite electrical conductivity) can be simply approximated by multiplying the reflection distribution function by the directional reflectivity \( \rho(\theta', \lambda) \) of an actual material with an optically smooth surface such that [27,30]

\[
f(\theta', \psi; \theta, \phi; \lambda) = \rho(\theta', \lambda) f_\infty(\theta', \psi; \theta, \phi; \lambda) \tag{3.19}
\]

In general this relation is not expected to correctly account for finite conductivity of materials; however, the difficulty of including this effect rigorously in the theory [27] partly justifies this approximation.
It is now of interest to show the relationship between the reflection distribution function and the directional radiation characteristics of the surface. The bidirectional reflectance \( \rho(\theta', \phi'; \theta, \phi; \lambda) \) [5] is related to the reflection distribution function by

\[
\rho(\theta', \phi'; \theta, \phi; \lambda) = f(\theta', \phi'; \theta, \phi; \lambda) \cos \theta \textrm{d}u
\]  

But according to the Hellmoltz reciprocity principle [31] the distribution function is symmetrical with respect to the incidence and reflection angles, i.e.,

\[
f(\theta', \phi'; \theta, \phi; \lambda) = f(\theta, \phi; \theta', \phi'; \lambda)
\]  

This condition is a requisite of the 2nd Law of Thermodynamics and is rigorously valid only for phenomena at a surface which is in thermodynamic equilibrium with the surroundings. Integrating Eq. (3.20) over all reflected solid angles and making use of Eq. (3.21), yields

\[
\rho(\theta', \phi', \lambda) = \int \omega f(\theta, \phi; \theta', \phi'; \lambda) \cos \theta \textrm{d}u
\]  

This equation represents the spectral directional reflectance, i.e., the ratio of the reflected energy that is collected over the entire hemispherical space to the radiant energy contained in the incident beam \( \omega(\theta', \phi') \). Equation (3.22) may be utilized for finding the spectral directional absorption of opaque materials through the relation

\[
a(\theta', \phi', \lambda) = 1 - \rho(\theta', \phi', \lambda)
\]  

Consequently, making use of Kirchhoff's law

\[
e(\theta', \phi', \lambda) = a(\theta', \phi', \lambda)
\]

an equivalence is established between directional emittance and reflectance.

For two special cases the reflection distribution function reduces to very simple expressions. In the limiting case of perfectly diffuse reflection, the hemispherical reflectance \( \rho(\lambda) \) is related to the reflection distribution function by

\[
f(\theta', \phi; \theta, \phi; \lambda) = \rho(\lambda) / \pi
\]  

In the other limiting case of perfectly specular reflection, the incident and reflected angles are related, i.e., \( \theta' = \theta \) and \( \phi' = \phi + \pi \). Thus, the reflection distribution function
for a perfectly specular reflection with the hemispherical reflectance \( \rho(\lambda) \) reduces to

\[
\tau(\theta', \pi; \theta, \phi, \lambda) = \rho(\lambda) \mu(\delta)
\]  
(3.26)

### 3.2.2 Directional Properties

A state of the art review of methods of predicting directional surface characteristics has recently been given by Sparrow and Cess [5]. Suffice it to say that the classical electromagnetic theory provides a prediction of spectral directional reflectivity of optically smooth and physically as well as chemically clean interfaces. The directional reflectivity for unpolarized incident radiation is expressed as the average of the reflectivities for radiation polarized perpendicular, \( \rho(\theta', \lambda) \), and parallel, \( \rho(\theta', \lambda) \), to the plane of incidence

\[
\rho(\theta', \lambda) = \frac{1}{2} [\rho(\theta', \lambda) + \rho(\theta', \lambda)]
\]  
(3.27)

The directional reflectivities for the two components of polarization are given by Fresnel's equations in terms of the complex index of refraction, \( n(\lambda) = n(\lambda) - i k(\lambda) \). The expressions are well known [5] and need not be repeated here. For an opaque material the spectral directional absorptivity is simply

\[
a(\theta', \lambda) = 1 - \rho(\theta', \lambda)
\]  
(3.28)

Furthermore, Kirchhoff's law, Eq. (3.24), permits one to infer spectral directional emissivity.

The theory and data agree only qualitatively; however, the directional trends predicted are reasonably correct. This provides at least a partial justification for using the electromagnetic theory to estimate dependence of properties on direction.

### 3.2.3 Theoretical Models for Radiation Surface Characteristics

In order to examine the validity of the commonly used simplified analyses, physically more realistic models have to be considered. For this purpose seven different models ranging from the diffuse model to the most sophisticated one for which the reflection distribution function is given by
Eq. (3.19) were adopted. In the following these models are briefly discussed.

Model A. This is the familiar diffuse model. The emissivity and reflectivity are considered to be independent of direction, and the radiation characteristics are assumed to be given by

$$\varepsilon(\lambda) = 1 - \rho(\lambda) \quad (3.29)$$

and

$$f(\theta^*, \theta, \phi; \lambda) = \rho(\lambda)/\pi \quad (3.30)$$

This model has been studied most extensively and lends itself readily to analytical treatment. Some exact heat transfer results, based on this model, for the system considered here have already been reported \[25\].

Model B. This is the simple specular model. The surfaces are assumed to be diffuse emitters and specular reflectors. The emissivity and the reflectivity are independent of direction and are related by Eq. (3.29). The reflection distribution function is expressed as

$$f(\theta^*, \theta, \phi; \lambda) = \rho(\lambda)u(\theta) \quad (3.31)$$

The model was proposed recently \[6,7\] and some radiant heat transfer results are available \[6,26\].

Model C. This is the diffuse-specular model and is a combination of Models A and B. The surfaces are considered to be diffuse emitters and to have both a diffuse and a specular reflection component, such that

$$\rho(\lambda) = \rho^d(\lambda) + \rho^s(\lambda) \quad (3.32)$$

$$f(\theta^*, \theta, \phi; \lambda) = \rho^s(\lambda)u(\theta) + \rho^d(\lambda)/\pi \quad (3.33)$$

This approach suggested by Seban \[9\] is more realistic than the two previous models. It lends itself to analytical treatment and has been adopted by a number of investigators \[5\]. In this analysis the specular component of hemispherical reflectivity was calculated from the equation

$$\rho^s(\lambda) = \frac{1}{\pi} \int_0^{2\pi} \int_0^{\pi/2} p(\theta^*, \lambda) \exp \left\{ -\frac{4\pi}{\lambda} \right\} \cos \theta' \sin \theta' d\theta' d\phi' \quad (3.34)$$

Model D. The reflectivity and emissivity are considered to be functions of direction, i.e.,

$$\varepsilon(\theta^*, \lambda) = 1 - \rho(\theta^*, \lambda) \quad (3.35)$$
The radiant energy incident on the surface is assumed to be reflected diffusely; however, the fraction of energy in the incident bundle of rays which is reflected into the hemisphere depends on the incident direction such that the reflection distribution function is approximated by

$$ f(\theta', \psi; \theta, \phi; \lambda) = \rho(\theta', \lambda)/\pi $$  

(3.36)

The directional reflectivity for unpolarized radiation is predicted from Fresnel's equations.

Model D. In this model it is assumed that the surface is a specular reflector and that the emissivity and reflectivity depend on direction as given by Fresnel's equations. The reflection distribution function is approximated by

$$ f(\theta', \psi; \theta, \phi; \lambda) = \rho(\theta', \lambda)U(\theta, \phi) $$  

(3.37)

This idealization of radiation surface properties was used by Hering [14].

Model E. This is a combination of Models D and E and therefore a generalization of Model C which allows for the directional dependence of properties. The reflectivity and emissivity are considered to be given as a function of direction by Fresnel's equations. The fraction of diffusively or specularly reflected energy is also dependent on direction as given by the reflection distribution function

$$ f(\theta', \psi; \theta, \phi; \lambda) = \rho(\theta', \lambda)\exp\left[-4\pi(\sigma/\lambda)\cos\theta' \lambda^2\right]U(\theta, \phi) + $$

$$ \rho(\theta', \lambda)\left[1 - \exp\left[-4\pi(\sigma/\lambda)\cos\theta' \lambda^2\right]\right]/\pi $$  

(3.38)

Model C. The final and the most sophisticated model is based on Beckmann's expression for the reflection distribution function, Eq. (3.19). The directional reflectivity is predicted from Fresnel's equations and the directional emissivity calculated from Eq. (3.35).

3.3 Analytical Results and Discussion

Heat transfer results have been obtained for the parallel plate geometry for each of the seven theoretical models describing the radiation characteristics of surfaces. This arrangement is represented in Fig. 3 with $\beta = \delta = \phi = 0$. Furthermore, the results reported are restricted to the symmetrical situation. This was done by assuming that the radiation surface properties and temperatures are identical and uniform over both surfaces. This is arbitrary and the
assumption was introduced only for the purpose of reducing
the number of independent parameters and thereby the computing
effort. The nature of radiation interchange is, however,
not affected by this choice and was considered to be a
reasonable one. In view of the symmetry, \( I_\lambda (\xi_1, \xi_2, \eta_1, \eta_2, \lambda) = \)
\( I_\xi (\xi_2, \xi_1, \eta_2, \eta_1, \lambda) \), the problem reduces to the solution of a
single integral Eq. (3.12) or Eq. (3.13) instead of a
simultaneous solution of a pair of integral equations. The
method of solution of the resulting integral equation is
discussed in more detail in Appendix B.

When the directional and spectral dependence of radiation
surface properties are considered many independent parameters
are needed to describe the surface characteristics. Therefore,
instead of arbitrarily choosing, say, the spectral hemispherical
reflectance, and then calculating the optical constants and
other parameters of interest the properties were predicted
for an ideal engineering surface. The optical properties for
this surface were assumed to be predicted by Drude's relation
(32), with the electrical resistivity representative of a
high alloy steel. For high alloy steels the theory predicts
reasonably well the dependence of reflectance on wavelength
but the agreement with experimental data is only qualitative
and not quantitative. It is recognized that for high
electrical conductivity materials such as copper, gold, silver,
etc. the optical properties predicted are no longer accurate
and more sophisticated theories are needed [33, 34]. For
the purpose of this study, the choice of the simple Drude
relation to predict optical constants was considered
reasonable. With the optical constants \( n(\lambda) \) and \( k(\lambda) \); known the spectral directional reflectivity was obtained
from Fresnel's equations.

The numerical solutions were carried out for selected
wavelengths in the range of general engineering interest
\( \lambda = 1.5, 10, 25, \) and 50. The values of the parameters \( \sigma \) and
\( a \), characterizing the topographies of surface were chosen to
include a complete range of values of optical roughness \( \sigma \lambda / \lambda \).
The numerical calculations were performed for spacing to width
ratios \( \gamma \) of 2.0, 0.0, 0.5, and 0.25. No attempt was made to
obtain results for smaller values of \( \gamma \) because of an excessive
use of computer time, particularly for models C, E, F, and G
when \( \sigma \lambda / \lambda \) was small and/or \( a \lambda / \lambda \) was large, and since an
earlier study [17] indicated that the choice of the model in
radiant heat transfer analysis is more critical for larger \( \gamma \).

The local (spectral) heat flux \( q(\xi, \lambda) \) was computed from
Eq. (3.1) utilizing the solutions of the integral Eq. (3.13).
The variation of \( q(\xi, \lambda) \) along the surface is shown graphi-
cally in Fig. 4 with the wavelength (i.e., spectral
hemispherical emissivity \( e(\lambda) \) ) as a parameter. The abscissa
range extends only over half of the surface, since there is

*In Figs. 4, 5, 6, and 7 the letters A, B, ..., G refer to the
theoretical models discussed in Section 3.2.1.
Figure 4

Effect of Wavelength on Local Heat Loss:
\[ \lambda = 0.5, \beta = \theta_1 = \theta_2 = 0, \sigma_0 = 5.0 \mu \]
symmetry about $\xi = 0.5$ for the parallel plate geometry.

Heat transfer results for this geometry and diffuse (model A) surfaces have already been reported by Sparrow et al. [25] and for specular (model B) surfaces by Eckert and Sparrow [6]. Looking at the figure and taking note of the highly expanded ordinate scale (since $q$ is divided by $\varepsilon$), it is seen that the heat transfer along the plate is small for the relatively large spacing to width ratio $\gamma = h / w = 0.5$.

This was expected on basis of the results reported in References 25 and 6. It is also observed that for the parameters considered the local heat loss $q(\xi, \lambda)$ is only slightly smaller than the emission $\varepsilon(\lambda)$ $\varepsilon(\lambda)$ and that the predictions based on various models do not differ by more than 10 percent. Although $q$ is generally the quantity of interest it does not appear to provide a critical comparison of the different models. Therefore, for the purpose of checking the validity of the models the results are reported on the basis of the local irradiation. It should be noted that this is the quantity which will actually be measured experimentally. The results of local irradiation calculations are presented in Figs. 5 through 7. The effect of wavelength is illustrated in Fig. 5 and the influence of the separation to width ratio in Fig. 6. The effect of optical roughness $\sigma / \lambda$ and autocorrelation distance $a_0 / \lambda$ is illustrated in Fig. 7.

Several trends are apparent in Figs. 5 through 7. The first of these is that the models which assume reflection to be diffuse, either with or without directional effects, almost always predict a higher local heat transfer than those which assume specular reflection; that is, model A predicts a heat transfer rate greater than B and model D predicts a rate greater than E. This is due to the fact that for every diffuse reflection the radiation is reflected uniformly in all directions while for specular reflection only in one direction. Therefore, with each reflection more energy is lost from the system with diffuse reflection than with specular reflection. The second trend is that for direction dependent properties the heat loss is always greater than for constant properties. This is mainly due to the directional emissivity. Since metals characteristically have higher emissivities at directions far from the normal much of the emitted energy is lost directly from the system before any reflections occur thereby increasing the heat loss and decreasing the irradiation. This effect is evident in all three possible comparisons: D and A, E and B, and F and C. The third observation is that model G usually predicts lower irradiation, although the result is wavelength dependent. In some instances the local irradiation predicted on the basis of the specular model B is more than three times larger than
Figure 5
Effect of Wavelength on Local Irradiation;
\( \gamma = 0.5 \). \( \delta_1 = \delta_2 = 0 \), \( \sigma_0 = 0 = 5.0 \mu \)
Figure 6

Effect of Spacing to Width Ratio $\gamma$ on Local Irradiation; $\beta = \beta_1 = \beta_2 = 0$. $\epsilon(\lambda) = 0.136$, $\lambda = 10.0 \mu$, $\sigma_0 = 5.0 \mu$
that predicted on the basis of model G. It should be
emphasized that these trends are indicated by the results
presented; changing one or more parameters may alter these
general trends completely.

As expected for surfaces approaching the optically smooth
case 2 in Fig. 7) the local irradiation predicted
on the basis of models G and E are very close; however, the
results based on the simple specular model B are about a
factor of two higher. Thus, significant errors can result
when model B is employed in radiant heat transfer calculations
and the dependence of radiation surface characteristics on
direction is ignored. The results presented in Figs. 5
through 7 show that even for very optically rough surfaces
the predictions based on models G and A do not coincide.
This was anticipated since the experimental data on the
bidirectional reflectance has shown that the diffuse limit
does not exist [5].

Model G while being the most detailed is also only
approximate; there are however no exact solutions available
with which all other simplified models could be compared.
Based on the results obtained a few observations can be made.
First, the choice of the model is not critical for predicting
local radiant heat loss from the surface. at least for large
and intermediate values of $\gamma$. The greatest percent difference
between the predictions of the local heat loss occurs for
small wavelengths (larger $s(\lambda)$). This of course is expected
since for large values of $s(\lambda)$ the surface is optically rough
and therefore for given $\gamma$, the difference between
models B and G is the greatest. Second, the choice of the
correct model is much more important in predicting radiation
interchange between two surfaces at different temperatures
than the local heat loss. This is due to the fact that the
irradiation may differ by more than a factor of three based
on the predictions of two distinct models. Third, it is
clear from the results that under some conditions, see Fig. 6,
the less detailed models such as C and P yield local irradiation
$G^* (\xi, \lambda)$ close to that based on model G. The importance of
these findings as they pertain to the design of thermal
systems will be discussed in more detail in Chapter 5.
Figure 7

Effect of $\sigma/\lambda$ and $a/\lambda$ on Local Irradiation as Predicted by Model G: $\beta=3, \delta=0, \gamma=0.5, 
\epsilon(\lambda)=0.090, \lambda=25.0\mu$
The objective of the experimental phase of the program was to evaluate different methods for predicting radiant interchange. Such an examination of the validity and accuracy of commonly employed models must of necessity use a simple physical system. In addition, the experimental system must be capable of providing a proper environment in which the effects of conduction, convection, extraneous radiation sources, and other losses can be carefully controlled or possibly eliminated. The experimental configuration must consist of simply arranged surfaces to permit a rigorous prediction of radiation heat transfer. The system design, test assembly, instrumentation, procedure, and calibration are discussed in this chapter.

Since the overall radiant heat transfer is not very sensitive to the model used for its prediction it is desirable to measure the local flux: the effects to be studied are much more pronounced locally than when averaged over the entire surface. There are, however, extreme experimental difficulties associated with a measurement of the net local radiant heat flux. Local irradiation (incident radiant flux) was instead measured in an attempt to experimentally evaluate the methods of radiant heat transfer analysis and accomplish the goals of the study. Various radiation detectors such as heat gauges and thermocouples are available which can measure the local irradiation. The other radiant energy quantities can be readily determined from the equations

\[ \mathbf{q}(\mathbf{r}) = \epsilon(\mathbf{r})E_{\mathbf{r}}(\mathbf{r}) - \sigma(\mathbf{r})G(\mathbf{r}) \]  

and

\[ \mathbf{q}(\mathbf{r}) = J(\mathbf{r}) - G(\mathbf{r}) \]  

and thus provide a basis of comparison between analytical predictions and experimental data.

The configurations chosen for study consisted of two rectangular plates either parallel or perpendicular to each other. One side of the plate was long compared to the other and was effectively "infinite". These geometries were chosen for several reasons:

1. They represent configurations of practical interest since they are representative of spacecraft radiators, temperature control louvers, etc.
2. One independent parameter of many arising in the problem is eliminated by choosing relatively long surfaces.

3. A considerable amount of analytical results is available for these geometries, both from this study and the literature [6,14,25].

4. The configurations selected include both open and closed systems, thus facilitating a more complete evaluation of the analytical models.

The local irradiation measurements were made on a total (integrated over the entire spectrum) basis for several types of surfaces having different radiation characteristics so that the analytical predictions could be checked over a wide range of surface parameters. Since radiation properties vary appreciably with surface conditions, as the wide scatter of experimental data reported in the literature attests, the total hemispherical emissivities were also measured. Since the primary purpose of the experimental program was not a study of radiation properties, the details of these measurements are not included in this report but are given elsewhere [35].

4.1 General System Design

In order to make local irradiation measurements at a surface, the experimental system must be capable of providing the proper environment for these measurements by the elimination of convective heat transfer and of extraneous radiation influences from outside of the test surfaces. The external radiation sources were reduced by mounting the test assembly inside a black, liquid nitrogen cooled shroud which is described in the next section. The convective heat transfer was reduced to an insignificant fraction of the total heat transfer by placing the shroud within a vacuum system which was evacuated to a pressure $10^{-5}$ torr or lower during the testing.

The local irradiation measurements were made with thermopiles. This type of radiation detector was required since the measurements were on a total basis. Temperatures were measured with thermocouples.

The surfaces were arranged in the system in a manner that allowed a rapid interchange of the test surface as well as a change in the geometries. Details of the test assembly are discussed in Section 4.3. The test surfaces were heated to the desired temperature by electrical resistance heating. This method was chosen since it provided a ready means of controlling the surface temperatures and measuring the energy input to the system.
4.2 Environment Control Equipment

The enclosure, or shroud, necessary to provide the proper radiation environment for the test surfaces was constructed from a copper sheet bent into a cylindrical shape with both ends closed. This enclosure effectively eliminated radiation from outside the system. The inside of the shroud was coated with 3M Black Velvet Paint, which has a very high absorptivity, in order to reduce the effect of reflections. Also, to further reduce the reflected energy the test section was mounted in an off-center position. Portions of the shroud can be seen in Figs. 8 and 9. Copper tubing was soldered to the outside of the shroud to permit cooling of the shroud by liquid nitrogen thereby reducing its temperature and therefore the emission. It was estimated that for the most open configuration and the lowest surface temperatures considered, the radiation incident on a surface from outside of the test assembly was less than 2% of the total energy incident.

To achieve the desired vacuum conditions the complete shroud, containing the assembly with test surfaces, was placed inside an 18 inch diameter belljar. The belljar with its baseplate containing the necessary power, liquid nitrogen, and instrumentation feedthroughs was part of a complete Consolidated Vacuum Corporation pumping system, model PSE. This four inch nominal size system, complete with liquid nitrogen cooled baffles, was capable of reducing the pressure within the belljar to the $10^{-6} - 10^{-7}$ torr range. The complete experimental system is shown in Fig. 8.

4.3 Test Assembly and Surface Specimens

The purpose of the test assembly was to provide a means of mounting the test surface specimens in several configurations and allow for rapid interchange of geometries and test surfaces. The test assembly consisted of a stainless steel framework to hold the test surfaces in the proper position. Mounting brackets on the end of the test surfaces were attached to the interchangeable end plates of the framework. By having several sets of end plates with holes into which the mounting brackets fitted, a rapid changing of geometries was accomplished. To keep the test surface properly aligned during the expansion caused by heating, springs were placed on the mounting brackets to maintain the test surfaces under tension.

A guard heater, which was constructed and attached in the same manner as the test surface, was mounted behind each specimen surface. The back side of the test surface was effectively insulated by adjusting the dissipation in the
Figure 8
View of Complete Experimental System
Figure 9
View of Test Assembly Mounted in the Lower Half of the Shroud
guard heater until the temperature difference between it and the test surface vanished.

The test surfaces were machined from type 303 stainless steel sheets 0.031 inch thick. This material was chosen for the following reasons: 1) a relatively low electrical conductivity was desirable since the test surfaces were heated to elevated temperatures electrically, 2) it is a common engineering material, and 3) extensive measurements of the directional reflectance are available in the literature [36]. The test surfaces were 2 inches wide by 22 inches long. The 22 inch length was the longest possible test surface that could be accommodated in the belljar. The 2 inch width was chosen so that the length to width would be slightly larger than 10. With these length to width and separation to width ratios, the view factor from a point at the center of one plate to the other plate was less than 1% different from what it would be were the other plate infinitely long. Also for the 22 inch long test surfaces the measured temperature distribution over three fourths of the length was practically constant and all end effects could be neglected.

Seven types of test surfaces were prepared as follows:

1. The "as received" type 303 selenium stainless steel was electropolished. The rms mechanical roughness was measured to be 0.28μ.

2. The stainless steel was sandblasted to a roughness of 2.9μ.

3. The "as received" stainless steel sheet was electropolished with gold. The resulting surface roughness was measured to be 0.075μ.

4. The stainless steel was sanded with Carborundum, type J135N medium emery cloth and then gold plated with a resulting roughness of 0.55μ.

5. The surfaces were coated to a thickness of approximately 0.007 inches with type 101-C10 3M Black Velvet Paint manufactured by Minnesota Mining and Manufacturing Company of St. Paul, Minnesota.

6. The surfaces were coated with Pyromark Black Paint to a thickness of approximately 0.005 inches. This paint is manufactured by the Tempil Corporation of New York, New York.

7. The surfaces were coated to a thickness of 0.004 inches with PV100 White Paint made by the Vita-Var Corporation of Orange, New Jersey.

The rms mechanical surface roughness of the metallic surfaces was measured with a Bonfex Profilometer, model QB, which included a model LR tracer with a 25μ diameter point.
For the thermal flux measurements 3/32 inch diameter holes were drilled through the test plates to allow the incident radiation to pass through onto the thermopiles. This hole size was a compromise between the energy requirements for the thermopile, the effect of the hole on the radiative flux distribution of the system, and diffraction effects. The thermopiles were mounted in a Teflon fixture so that their receiving element would be approximately 1/64 of an inch behind the test surface hole.

Figure 10 shows an exploded view of the test section with test surfaces, guard plates, mounting brackets and plates, tension springs, mounted thermocouples, thermopiles and thermopile mounting fixture. The complete test assembly, ready for measurements, except for the top half of the shroud, is shown in Fig. 9.

The test plates were heated to the required temperature by passing an electrical current through them. This was accomplished by a system consisting of a voltage regulator, variable voltage transformers and 117 to 5 volt step-down transformers that allowed the power supplied to the test surfaces and guard heaters to be individually adjusted.

4.4 Instrumentation

For the measurement of local irradiation only two types of measurements were required; temperature and local incident flux. For temperature measurements chromel-alumel thermocouples were used. A precision grade of chromel and alumel wire, type 3G-178, manufactured by the Hoskins Manufacturing Company of Detroit, Michigan was employed. This wire specification has a guaranteed accuracy of \( \pm 2^{\circ}\text{F} \) or \( \pm 3/8\% \) whichever is greater. However, the wire was calibrated at the factory and a curve showing its deviation from the standard temperature-emf conversion table was supplied. This deviation curve was checked by using pure metallic freezing point samples supplied by the National Bureau of Standards and found to be accurate within \( 0.1^{\circ}\text{F} \) at the freezing points of lead, tin and zinc.

For the reference junction a Joseph Kaye and Company model 1150 automatic ice point thermoelectric refrigeration was employed. The thermocouple emf was measured using a Leeds and Northrup model K-3 potentiometer with its associated null detector, working voltage source and standard cell.

The irradiation was measured by placing thermopiles behind 3/32" diameter holes in the test surfaces. These thermopiles were manufactured by the Charles M. Reedor Company of Detroit, Michigan. They had a square receiving area 4 mm on a side and were of an uncompensated design.
Figure 10
View of Test Assembly, Components, Test Surfaces, Guard plates, and Thermopiles
The thermopiles were windowless in order to eliminate selective absorption and reflection of incident radiation by the window material. The emf's produced by the thermopiles were measured by the K-3 potentiometer. The thermopiles were calibrated as an integral part of the experiment; the procedure is discussed in Section 4.5.

4.5 Experimental Procedure

The thermopiles were calibrated while mounted behind the test surface. This was accomplished by using two surfaces of known properties, so that the irradiation could be accurately calculated. Then a calibration curve of thermopile emf versus local irradiation could be drawn for the range of interest. The surfaces chosen were Black Velvet Paint for the surface behind which the thermopiles were mounted and Pyromark Black Paint for the other surface which was usually heated to a higher temperature. The Pyromark was chosen since it is a known diffuse emitter [37] and good absorber, while the 3M Black Velvet is a very good absorber. With these paints the system was considered to be composed of diffuse emitters and reflectors; therefore, model A of Chapter 3 was applicable and was employed to predict the local incident flux. Even if the surfaces were not diffuse reflectors the error introduced would be small since little energy would be reflected because of the high absorptivities of the paints.

The procedures followed in making the necessary calibration curves are:

1. The thermocouples were welded to the back side of both plates at the locations listed in Table 1; the thermopiles were mounted behind the Pyromark Black Paint test surface at locations also listed in Table 1.
2. The surfaces were mounted in the test assembly, enclosed within the shroud, and placed in the belljar which was then evacuated to a pressure of 10⁻⁵ torr or less.
3. Liquid nitrogen was pumped through the cooling coils of the shroud.
4. The two test surfaces were heated to the desired temperatures. The dissipation in the guard heaters was adjusted until the temperature difference was very small and the system was allowed to reach equilibrium. The 3M Black Velvet coated plate was heated to temperatures of 50°F, 75°F, and 100°F. These temperatures were selected as a suitable compromise between the
requirements for low temperatures, to keep the electrical energy input low and to maintain the thermopiles well within their operating range, and high temperatures to keep the opposite plate in the 700-800°F range. The temperature of the plate coated with 3M Velvet paint was varied so that the range of incident fluxes was the same as when the other test surfaces were employed.

5. The local irradiation was calculated assuming that both surfaces were gray, diffuse emitters, and diffuse reflectors using the procedure discussed in the next section.

6. Calibration curves were then drawn for the thermopiles at each temperature of the 3M Black Velvet test surface and for each geometry. Sample curves are shown in Fig. 11.

### TABLE 1

<table>
<thead>
<tr>
<th>Thermopiles</th>
<th>Thermocouples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plate 1</td>
<td>Plate 2</td>
</tr>
<tr>
<td>0.062</td>
<td>x</td>
</tr>
<tr>
<td>0.125</td>
<td>x</td>
</tr>
<tr>
<td>0.250</td>
<td>x</td>
</tr>
<tr>
<td>0.375</td>
<td>x</td>
</tr>
<tr>
<td>0.500</td>
<td>x</td>
</tr>
<tr>
<td>0.625</td>
<td>x</td>
</tr>
<tr>
<td>0.750</td>
<td>x</td>
</tr>
<tr>
<td>0.875</td>
<td>x</td>
</tr>
<tr>
<td>0.937</td>
<td>x</td>
</tr>
</tbody>
</table>

The calibration procedure just described is a relative and not an absolute one. In this method the effects of thermopile mountings were accounted for, but possible errors may have arisen due to uncertainties in the radiation characteristics. As a check on the procedure an alternate absolute calibration was attempted. A black body cavity was constructed. It consisted of 1 inch diameter 18 inch long cylindrical tube which was heated electrically. The inside of the tube was coated with the Pyromark Black Paint. An apparent emittance of 0.99 was achieved with a 1/8 in. diameter hole drilled in the side of the tube. However, this procedure could only be used as a check of the other method since the distribution of the incident energy was different and therefore the effect of...
the hole in front of the thermopile was not the same. Also
the entire range of incident fluxes of interest could not be
covered because the black body did not yield sufficient energy
due to material limitations. A comparison of one of the
thermopiles calibrated by both procedures is included in
Fig. 11.

The actual measurement of the local incident flux
proceeded in a manner similar to the determination of the
 calibration curves:

1. A set of test surfaces was instrumented and installed
   in the system at one particular geometry as described
   in the calibration procedure.

2. The system was evacuated and liquid nitrogen was
circulated through the tubing surrounding the shroud.
The test surfaces were heated to predetermined temper-
atures, the guard heaters were adjusted to the same
temperatures, and the system allowed to reach equilibrium.
The temperatures of the cold plate and the guard plate
behind which the thermopiles were mounted was maintained
at either the 50, 75, or 100°F levels as explained
previously. The temperature of the hot plate was
varied from 50°F to a high temperature in the 930°F
range. The upper temperature was limited by the solder
used in the test section and the fact that the
radiation equilibrium temperature of the cold plate
could not exceed 100°F.

3. The thermocouple and thermopile emf's were recorded
and the procedure was repeated for a new test
condition and geometry.

4.6 Data Reduction Procedure

The standard emf-temperature conversion table for
chromel-alumel thermocouples was employed using a second
order interpolation procedure to convert the thermocouple
emf's to surface temperature. In this procedure the deviation
from the standard conversion table as reported by the
manufacturer of this wire was also taken into account. The
temperature was measured at the rear of the test plate, and
assumed to be the surface temperature since the difference
was always less than 0.25°F. The emissivity is not known with
sufficient accuracy to warrant the correction for the
temperature drop across the plate.

The conversion of thermopile emf to incident flux was
straightforward. From the appropriate calibration curve for
the proper thermopile, cold plate temperature, and geometry,
the incident flux was found from the measured emf by a second
order interpolation procedure.
The data reduction procedures used to calculate surface temperatures necessary for the preparation of the calibration curves were more involved because the surfaces were coated with paints. Since the paints have a low thermal conductivity the temperature difference across the paint film was calculated from a knowledge of the heat loss or gain, the film thickness, and an estimate of the thermal conductivity of the paint films. This temperature difference amounted to as much as \(8^\circ\)F for the 3M Black Velvet Paint at high local heat transfer rates.

After the surface temperatures were determined the local irradiation was calculated using the assumptions of the diffuse emission and reflection, model A. It can be shown that under the above assumptions the integral equations (3.12) and (3.13) for the total radiosity (see Fig. 3) becomes

\[
J_1(\epsilon_1) = \epsilon_1(\epsilon_1)\sigma T_1^4(\epsilon_1) + \rho_1(\epsilon_1) \int_0^1 J_1(\epsilon_2) \left\{ \frac{\kappa_3[\kappa_3\cos\beta+(\kappa_1-\kappa_2)\sin\beta]}{[(\kappa_1-\kappa_2)^2+\kappa_3^2]^{3/2}} \right\} \, d\epsilon_2 \quad \text{(4.4)}
\]

and

\[
J_2(\epsilon_2) = \epsilon_2(\epsilon_2)\sigma T_2^4(\epsilon_2) + \rho_2(\epsilon_2) \int_0^1 J_2(\epsilon_1) \left\{ \frac{\kappa_3[\kappa_3\cos\beta+(\kappa_1-\kappa_2)\sin\beta]}{[(\kappa_1-\kappa_2)^2+\kappa_3^2]^{5/2}} \right\} \, d\epsilon_1 \quad \text{(4.5)}
\]

where

\[
\kappa_1 = \delta_1 + \epsilon_1 \\
\kappa_2 = \delta_2 + \epsilon_2 \cos \beta \\
\kappa_3 = \gamma + \epsilon_2 \sin \beta
\]

These equations were solved using the same method as discussed in Appendix B, except that 48 Gaussian integration points were used to increase the accuracy. Once the incident flux and thermopile emf were known for each thermopile, geometry, and temperature the calibration curves could easily be drawn. Examples of such calibration curves are illustrated in Fig. 11.
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Figure 11

Typical Thermopile Calibration Curves

$T_b = 50 \, ^\circ F$

$\gamma = 0.75$

$\beta = \delta_1 = \delta_2 = 0$
4.7 Presentation of Experimental Data

All of the experimental data are tabulated in Appendix D. Since the emissivity of the surfaces is dependent on temperature a unique way of presenting the results which would collapse all of the data could not be found. Therefore, the data are tabulated in terms of the local dimensionless irradiation, i.e., the ratio of the local irradiation at the cold plate to the emissive power of the cold plate, \( G^* = G/\varepsilon \sigma T^4 \). This of course is arbitrary and a number of other choices are possible; however, this particular dimensionalization is useful since it expands the scale of \( G^* \) and facilitates the comparison between experimental data and analytical predictions.

For the parallel plate configuration (\( \beta=\delta \), \( \delta_\perp=0 \)) results were obtained with \( y=0.75 \), 0.333, and 0.125. The value of \( y=0.125 \) was the smallest possible due to the interference of test surfaces with the mountings of the test assembly. In the adjacent plate configuration results were obtained at \( \beta = 90^\circ \) with \( \delta_\perp=0.25 \) and \( \delta_\perp=0 \). The particular value of the included angle was chosen because all the energy that is reflected specularly would immediately be lost from the system, thus allowing a critical comparison of experiment with analysis. Interference of the mounting brackets and guard plates did not permit the plates to have a common edge.

Data were taken for three sets of surface temperatures and for each of the five surface conditions. The temperature of the cold plate was maintained at either 50, 75, or 100°F as described in Section 4.5. The hot plate was kept at either 50°F, an intermediate temperature range of 200-300°F, or a high temperature range of 600-900°F depending on the geometry as also discussed in Section 4.5. The surface temperatures for each geometry and material are listed in Appendix D.
5. COMPARISON OF EXPERIMENTAL DATA WITH ANALYSES

In this chapter the experimental data are compared with analytical predictions based on several simplified models for radiation characteristics of surfaces. The purpose of these comparisons is to examine the validity of the commonly used simplified methods of radiant heat transfer analysis. Only some representative data are presented graphically with the remaining data tabulated in Appendix D. Some computational details needed to predict the local irradiation are presented in Section 5.1. In Section 5.2 the comparison between experiment and analysis is presented and discussed.

5.1 Details of Calculations

The diffuse, specular, and specular-diffuse constant property models (A, B and C) result in the simplest computational procedure; therefore, the comparison between data and predictions are primarily based on these models. In all the calculations the surfaces were assumed to be gray. To demonstrate the superiority of the directional dependent property models D, E, F and G over constant property models one selected comparison was made. A more extensive comparison between experiment and analysis was impractical and beyond the scope of this study.

For the diffuse, specular and specular-diffuse constant property models the analysis of radiant heat transfer based on the gray property assumption is well known [5,6,25]. It was found that the more general procedure discussed in Chapter 3 for solving radiation interchange problems with nonelementary emission and reflection from surfaces was time consuming on the digital computer and hence the radiosity method [5,6,26] was adopted for calculating the radiant heat transfer quantities of interest.

In the calculations based on the diffuse and specular models the experimentally determined values of total hemispherical emissivity ε [35] were used and the total hemispherical reflectivity was evaluated from \( \rho = 1 - \epsilon \). For the specular-diffuse model the specular component of hemispherical reflectivity was estimated from Eq. (3.34) with the optical roughness \( \sigma \) replaced by the root mean square mechanical roughness \( \lambda_{rms} \) on the gray basis the wavelength \( \lambda \) was replaced in Eq. (3.34) by a mean wavelength \( \lambda' \). The latter was evaluated at the peak of the spectral blackbody emissive power curve corresponding to the particular surface temperature. This is also somewhat
arbitrary but in view of the fact that \( \sigma_n^< \sigma \) and \( \lambda < \lambda_m^\frac{1}{n} \) the ratio \( \sigma_n^/\lambda_{\text{max}} \) is expected to be a reasonable approximation for \( \sigma^\text{m} \).

For the more sophisticated models D, E, F, and G, the optical constants were evaluated from the simple Drude theory [37]. The directional reflectivity was calculated from Fresnel's equations and then multiplied by a constant correction factor so that the resulting hemispherical reflectivity would be equal to the measured value. The irradiation was then evaluated following the procedure presented in Chapter 3.

5.2 Results and Discussion

In Fig. 12 the analytical predictions are compared with experimental data on sandblasted type 303 stainless steel for the parallel plate geometry.* The directional reflectivity for sandblasted stainless steel of this type has been measured by Edwards and Catton [36] and the results show that for angles of incidence \( \theta \) from 0 to 75° the directional reflectivity is practically constant. The recent bidirectional reflectance measurements by Love and Francis [39] on a similar type 302 sandblasted stainless steel showed that it is almost diffuse. This, in view of the fact that \( \sigma_n^\lambda \) was at least 0.3 or greater for the surface, the comparison of data with the predictions based on the diffuse model appears to be appropriate. Since the surface is very rough the specular-diffuse model would predict the same irradiation values. On the graph for \( \gamma = 0.75 \) the squares and circles represent data taken with different sets of thermopiles three months apart. This provides an indication of the reproducibility of data. The experimental points are generally higher than predictions, but the maximum difference is less than 5 percent.

Results presented in Fig. 13 show that the maximum deviation between data and predictions increases to approximately 15 percent as the temperature level increases. Since the local heat flux at the cold surface is given by

\[
q_n^C(\xi) = q_n^{c} / \sigma_c^\gamma = 1 - \sigma_c^c_c(\xi)
\]

(5.1)

this finding implies that the analysis would predict too high a heat flux and that the discrepancy would increase with an increase in the temperature difference between the two

surfaces.

Comparisons between data and predictions for polished stainless steel in the parallel plate geometry are shown in Figs. 14 and 15. The effect of temperature level with \( \gamma = 0.125 \) is illustrated in Fig. 14. Since polished stainless steel is neither purely diffuse nor a purely specular reflector, the analytical results are included for the diffuse, specular. 

*In Figs. 12 through 20 the circle with a dot in the center represents experimental data.
Figure 12
Comparison Between Experiment and Analysis for Sandblasted Stainless Steel: $\beta = 6_1 = 6_2 = 0$, $T_h = T_c = 50^\circ F$
Figure 13
Comparison Between Experiment and Analysis for Sandblasted Stainless Steel; $\beta=3$, $h_2=0$, $\gamma=0.333$
Figure 14
Comparison Between Experiment and Analysis
for Polished Stainless Steel: $\beta=\pi/4$, $\delta=0$,
$\gamma = 0.125$
Figure 15
Comparison Between Experiment and All Analytical Models for Polished Stainless Steel; \( \beta_0 = \beta_2 = 0 \)

\[ \gamma = 0.75 \]
\[ T_c = T_h = 50 \degree F \]
and diffuse-specular constant property models. The reason the predictions for $G^*$ based on the latter two models are close is that the estimated value of $\rho^*/p$ is greater than 0.9. Again the difference between the experiment and diffuse analysis is less than 20 percent. The importance of accounting for the variation of radiation characteristics with direction is illustrated in Fig. 15 where the predictions based on all seven models are compared with experimental data for polished stainless steel. Since $(\varepsilon/\lambda)_{\text{max}}=0.03$ and it is estimated that $(\rho^*/p)=0.95$, it is expected that the polished stainless steel will reflect practically specularly. The results show that model $G$ fits the data better than any other model and that model $F$ is also in very good agreement with the experiment. This indicates that the small diffuse component of reflectivity is still important even for a surface this smooth. The local irradiation predicted by the simple specular model $B$ is about 50 percent higher than experiment. The importance of taking into account the variation of radiation surface characteristics with direction particularly for specularly reflecting surfaces is emphasized by the differences in values predicted by models $B$ and $E$.

A comparison between analysis and experiment for a rough gold electroplated surface with the spacing to width ratio as a parameter is shown in Fig. 16. Since $(\varepsilon/\lambda)_{\text{max}}$ is between 0.05 and 0.1 for the temperature conditions corresponding to this figure the surfaces have a large specular component or hemispherical reflectance, i.e., approximately $\rho^*/p = 0.75$ to 0.85. Again the results show that the data agree best with the simple diffuse model. There is also good agreement between data and analysis based on model $C$, except for $\gamma=0.125$. For the two larger spacing to width ratios, model $B$ predicts considerably higher values for $G^*$ than obtained experimentally. At $\gamma=0.75$ the predictions based on model $B$ are off the scale of the graph with $G^*\approx 37$.

For the smooth electroplated gold surface the ratio $(\varepsilon/\lambda)_{\text{max}} = 0.007$ which indicates that it should be a good specular reflector. Upon visual observation the surface appeared mirror-like in the visible part of the spectrum; therefore it should definitely be specular in the infrared part of the spectrum. As seen from Fig. 17 the agreement between the specular model $B$ and experiment is reasonably good for a small spacing to width ratio, $\gamma = 0.125$. For $\gamma = 0.75$ the curve predicted by model $B$ is off the scale of the graph with an average irradiation $G^*=2$. The results for the diffuse-specular model $C$ coincide with those of model $B$ and separate curves could not be drawn. Surprisingly, the predictions based on the diffuse model are in best agreement with the data. The experimental results are a maximum of 10 percent higher than the calculations.

Typical results obtained with the PV 100 white paint are
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Comparison Between Experiment and Analysis for Rough Electroplated Gold: \( \delta_1 = \delta_2 = 0 \), \( T_h = 700^\circ F \), \( T_c = 100^\circ F \).
Figure 17

Comparison Between Experiment and Analysis for Smooth Electroplated Gold: $\beta=\delta_1=\delta_2=0$, $T_h=T_v=50^\circ F$
compared with the predictions based on the diffuse model in
Fig. 18. The maximum difference between the data and the
analysis is less than 10 percent. The good agreement is due
to the fact that the paint is a good emitter, 0 = 0.85; there-
fore, almost all of the energy incident on the cold plate
is the result of emission from the other plate. Since the
paint is a dielectric material its emissivity is expected
to be independent of the angle of emission except at oblique
angles, \( \theta = 60^\circ \). This probably accounts for the good agreement
between experiment and analysis based on the diffuse model.

As the results presented in Fig. 19 show the data for
sandblasted stainless steel agree within a maximum of 10
percent with the predictions based on the diffuse model for
the plates arranged perpendicularly to each other. An
equally good agreement has been obtained also for polished
stainless steel, and rough and smooth electroplated gold as
illustrated in Fig. 20. For these surfaces the estimated
ratios of the specular component of reflectivity to the
hemispherical reflectivity \( \rho_s/\rho \) range from 0.4 to over 0.99
and yet the simple diffuse analysis predicts irradiation
values in good agreement with the data. The values of \( G_2 \)
predicted on the basis of the specular and diffuse-specular
models are off the scale of the graphs. The results for
rough gold based on the latter model are closest to the
data yet range from \( G_2 = 4 \) to about 2 over the width of the plate.
The results shown in Fig. 20 clearly indicate the importance
of directional effects for approaching the optically smooth
condition. The reason for poorer agreement between data
and predictions at larger values of \( \theta \) is clear. This is
due to the dependence of emissivity on direction since for
surfaces having a large specular reflectivity component the
irradiation is largely due to radiant energy emitted directly
from the opposite surface.

The testing procedure and the equipment were such that
reproducible data could be obtained. In almost all comparisons
the data is within the experimental accuracy of the predictions
based on the diffuse analysis. The agreement is particularly
good in situations where both of the surfaces are at the
same temperature. The predictions of the other analytical
models, especially the simple specular model, do not fall
within the limits of the estimated accuracy of the measure-
ments.

An examination of the results presented for metallic
surfaces quickly shows one consistent trend except when
the temperatures of both plates are identical. In all cases
the measured irradiation exceeded the value predicted by the
diffuse analysis. No consistent trend is apparent between
the specular or the diffuse-specular analysis and the data.
In the experiments performed on a total basis it is difficult
Comparison Between Experiment and Analysis for PV 100 White Paint: $\phi=0$, $\delta=0$
Comparison Between Experiment and Analysis for Sandblasted Stainless Steel: $\theta=90^\circ$, $\gamma=0$, $l=0.25$ and $s_z=0$
Figure 20
Comparison Between Experiment and Analysis for Different Materials; $\delta_2 = 0$, $\gamma = 0.25$ and $\delta_2 = 0$
to separate the directional from the spectral effects. For example, it is believed that the increasing temperature difference, see Fig. 14, is due to directional effects rather than spectral effects. Following the procedures discussed in [40] calculations performed on a semigray and band model basis (the results are not included here) have yielded larger discrepancies between data and predictions than those based on a simple gray analysis. However, this may have been due to the inconsistency between analysis and construction of the calibration curves. The latter of course were calculated on the gray basis since the black paints used were approximately gray. For the other three metallic surfaces, polished stainless steel, rough gold, and smooth gold, the increase in the discrepancy between data and the diffuse analysis with increasing temperature difference, may be due to spectral as well as directional effects since the range of $\frac{P}{P_0}$ for these surfaces is such that $P/P_0$ changes considerably with plate temperature. The arguments presented here regarding directional and spectral effects are not conclusive. The real cause of this discrepancy remains to be determined by future experiments and analysis performed on the spectral basis.

While the results presented in Figs. 12 through 20 are on the basis of local irradiation, similar comparisons could be made on the local heat flux basis. The discrepancy between experiment and analysis would be smaller, see Eq. (5.1), particularly for metallic surfaces because of their lower absorptivity, i.e., emissivity under a gray assumption.

The conclusions reached in this study agree with those arrived at by Bevans et al.[18]; namely, that the diffuse-specular model is a more realistic approximation of the radiation characteristics of surfaces but that the dependence of the specular component of reflectivity on direction must be accounted for in the analysis. It is interesting to note that this conclusion was reached on the basis of different data. The experiments and analysis of Reference 18 were performed for different materials and on an overall rather than local heat transfer basis.
6. ANALYSIS OF RADIANT HEAT TRANSFER BY MONTE CARLO METHOD

The purpose of this chapter is to estimate what level of detail is important in the prediction of the overall radiant heat transfer and the heat interchange rates as well as the local radiant heat flux using the Monte Carlo method. The radiation exchange problem as formulated in Chapter 3 is rigorous; however, the solution of a system of simultaneous integral equations governing radiation interchange in complex enclosures with direction and wavelength dependent surface properties is impractical for engineering calculations. Because of the mathematical difficulties in solving equations for the intensity of radiation leaving a surface in the case of a non-elementary distribution of emitted and reflected radiation the problem has been solved by a statistical method known as the Monte Carlo Method.

The basis of the method is briefly discussed in Section 6.1 and some of the computational details are given in Section 6.2. The accuracy of this computational procedure is estimated and the results based on several models are compared and discussed in Section 6.3.

6.1 Monte Carlo Method

The Monte Carlo method is in essence a statistical method which can be simply interpreted in terms of physical processes. The method takes the Lagrangian point of view by considering individual histories of "energy bundles" or photons from the point of emission to point of absorption or escape from the system. The integral equation formulation of radiation interchange among surfaces on the other hand, takes the Eulerian point of view by focussing attention on the directional distribution of intensity of radiation incident or leaving a particular location. The method is conceptually very simple and can be extended to very general situations. It has been applied to radiation interchange problems by a number of investigators [15,16,41], to mention just a few. A more complete bibliography is given by Toor [17]. The details pertinent to the Monte Carlo method are well known [15] and need not be repeated here. For definiteness only the basic concepts and definitions relating to the present problem will be introduced.

The energy emitted by a surface is divided into a number of equal energy parts called "energy bundles". Application of the Monte Carlo method consists of emitting these energy bundles in directions from a surface ( or an
elementary area) proportional to the actual energy emitted from the surface locations in those directions. These energy bundles then play the game of chance according to the actual deterministic and random features of the physical processes step by step [42]. In other words, the energy bundles are followed and the events in their life history are noted until the energy bundle is absorbed or escapes from the system. The directions of the energy bundles are modified by the surfaces of the system according to the actual reflection, transmission, polarization, etc., characteristics. After tracing the histories of a sufficiently large number of bundles and summing (or averaging) the events one can determine what fraction of the emitted energy has been absorbed and reflected at each surface or has escaped from the system through an opening. The basic simplifying assumptions are identical to those made in Section 3.1 and need not be repeated.

Consider radiation interchange in an enclosure consisting of any number of real or imaginary surfaces and direct attention to the emission of radiation from an elementary area $\Delta A_i$ located at a point denoted by the position vector $\mathbf{r}_i$. According to the definition of the emissive power the amount of radiant energy emitted from $\Delta A_i$ is

$$E_i(\mathbf{r}_i) d\mathbf{A}_i = \left[ \int_{\Omega_i} \epsilon_i(\mathbf{r}_i, N_i, \lambda) \cdot j_0(\mathbf{r}_i, \lambda) \cos \theta \, d\theta \right] d\mathbf{A}_i$$  \hspace{1cm} (6.1)

If this emitted energy is subdivided into $N_i$ individual "energy bundles" or "energy packets", then the energy per bundle is given by

$$\epsilon_i = \frac{E_i d\mathbf{A}_i}{N_i}$$  \hspace{1cm} (6.2)

If out of the total number of $(N_i)$ energy bundles emitted $N_{i \rightarrow j}$ are eventually absorbed at surface $j$ directly or after $j$ reflections, the absorption factor $J_{i \rightarrow j}$ can be expressed as

$$J_{i \rightarrow j} = \lim_{N_i \rightarrow \infty} \left( \frac{N_{i \rightarrow j}}{N_i} \right)$$  \hspace{1cm} (6.3)

The factor $J_{i \rightarrow j}$ is a generalization of the absorption factor introduced by Geibhart [43]. The absorption factor between two finite surfaces is defined in an analogous manner,

$$J_{ij} = \lim_{N_{i \rightarrow j} \rightarrow \infty} \left( \frac{N_{i \rightarrow j}}{N_{i \rightarrow j}} \right)$$  \hspace{1cm} (6.4)

where $N_{i \rightarrow j}$ represents the number of energy bundles emitted by a finite surface $i$ which are eventually absorbed at surface $j$. The absorption factors $J_{ij}$ are simply related
Contrails

to the Hottel's radiation exchange factors \( f_{ij} \) by [1]

\[
f_{ij} = \varepsilon_i f_{ij}^{'}
\]

(6.5)

where \( \varepsilon_i \) is the total hemispherical emissivity of surface \( i \). The absorption factors arise more naturally in the calculations than the radiation exchange factors and therefore the results are presented in terms of the former.

For tracing the histories of energy bundles each has to be emitted from the position \( (x_i) \) on surface \( i \) and in directions \( \Omega_i \) in such a manner that these energy bundles are representative of the actual energy emitted from the surface \( i \). Also the wavelength labels attached to energy bundles should represent the actual energy emitted in those wavelength intervals and in these directions. This can be done by forming a cumulative distribution function for given emission characteristics of the surface. For example, if the energy emitted from an isotropic surface \( i \) is uniform then the polar angle of emission \( \theta_i \) is given by

\[
R_{ij} = \frac{\int_0^\theta_i \int_0^\omega \varepsilon_i (\theta_i, \lambda)I_{b1}(\lambda) \cos \theta_i \sin \theta_i d\theta_i d\lambda}{\int_0^\omega \int_0^\theta_i \varepsilon_i (\theta_i, \lambda)I_{b1}(\lambda) \cos \theta_i \sin \theta_i d\theta_i d\lambda}
\]

(6.6)

where \( R_{ij} \) is a random number between 0 and 1. Formation of other cumulative distribution functions needed in the calculations is discussed in detail by Toor [17] and expressions for some limiting cases have also been given [15,41].

After the energy bundle is emitted from some point on surface in some direction its point and angle of incidence on surface \( k \) (say) is determined. The decision whether this energy bundle is absorbed, transmitted or reflected is made by generating a random number \( R \) in the range 0 to 1. If

\[
R < \alpha \text{ the bundle is absorbed}
\]

\[
\alpha + 7 < R < \alpha + 7 + \rho \text{ the bundle is transmitted}
\]

\[
\alpha + 7 + \rho < R < \alpha + 7 + \rho + \rho' \text{ the bundle is reflected specularly}
\]

\[
\alpha + 7 + \rho + \rho' < R \text{ the bundle is reflected diffusely}
\]

If the bundle is absorbed then the energy is added to the account of the particular surface or subdivision if local values are desired. If it is reflected the direction of the reflected bundle is determined from the reflection
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The polar angle of the reflected energy bundle is given by

\[ R_{\theta_1} (\phi_1, \psi_1, \lambda) = \frac{1}{2\pi} \int_0^{2\pi} \int_0^{\pi/2} f\left(\theta_1, \phi_1, \theta_1, \phi_1, \lambda\right) \cos \theta_1 \sin \theta_1 \, d\theta_1 \, d\phi_1 \]  \tag{6.7}

and corresponding to this value of \( \theta_1 \), the azimuthal angle \( \phi_1 \) of reflected energy bundle is calculated in the same way. The cumulative distribution functions for the limiting cases of diffuse and specular reflection are given by Howell [15] and Poor [17]. After determining the direction of the reflection, the energy bundle is again followed till it is absorbed at the surface or leaves the enclosure. A general computer flow chart for calculation procedure is shown in Fig. 21.

### 6.2 Method of Solution

In the solution of a radiative interchange problem by the Monte Carlo method good quality random numbers are required. The speed of generation and cycle are also of considerable importance. The methods for generating random numbers vary from using noise of electron tubes, radiation of radioactive substances, etc., to generation by arithmetical algorithms on digital computers. The numbers generated by arithmetical processes are not generated in a truly random fashion but pass some criterion of randomness and are called pseudo-random numbers. The choice of a random number generator depends upon the particular problem and the computer used. A detailed discussion is given by Taussky and Todd in [42]. The present problem was solved on an IBM 7094 computer, and the multiplicative congruential generator was used. It generates the random number sequence by taking the lower order 36 bits of the products \( x_i x_{i+1} \) where \( x_i \) is the previous random number and \( x_{i+1} \). The output is a number between 0 and 1.

Since it is not possible to trace an infinite number of energy bundles, see Eq. (6.1), the number of energy bundles to be emitted has also to be decided. This depends upon the accuracy needed and the availability of computer time. The accuracy of the Monte Carlo method depends upon the sample size and can best be explained by a simple example. Let the exact value of \( G_{ij} \) be \( p \) and \( p' \) be the value
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Figure 21

General Flow Chart for Calculation of $S_{ij}$ or
$S_{i-dj}^j$
we predict after tracing N energy bundles by the Monte Carlo method. Then for sufficiently large N the probability P that p' lies within r % of p is [44]

$$P = \text{erf}(\xi)$$  \hspace{1cm} (6.8)

where

$$\xi = (r/100) \left( Np/2(1-p) \right)^{1/2}$$  \hspace{1cm} (6.9)

As N→∞ Eq. (6.8) becomes exact since the error function (erf) increases monotonically with ξ. The value of P can be increased by increasing ξ. It may be noted that ξ is proportional to $N^{1/2}$ and is minimum for p=0. It becomes clear from the above that for the same accuracy $N_0$ should be large when p is small while N should be small when p is near unity. Since the computer time is directly proportional to the number of energy bundles traced, i.e., N. Monte Carlo is expected to be very time consuming for small values of p. In the above discussion it has been assumed that the exact value of p is known, which is not the case; however, for large N, p and p' are approximately equal and one can predict a sufficiently accurate value of p by substituting p' for p. A number of shortcut methods to increase the accuracy of the Monte Carlo method without increasing the computer time have been suggested by Toor [17].

In the calculations the surfaces were considered as gray and the emission from the surface was taken to be uniform. For constant property models simple analytical relations exist between the cumulative distribution functions for azimuthal as well as the polar angles for emission and reflection [15]. For direction dependent property models, the values of $\theta$ vs $R_\theta$ for determining the direction of emission were stored in a form of a table in the memory of the computer and the values of $\theta$ were obtained by interpolation. For determining the direction of energy bundles reflected bidirectionally using the cumulative distribution function given by Eq. (6.7) for example, the values of $\theta$ vs $R_\theta(\theta^*,\phi^*,\lambda)$ and $\phi$ vs $R_\phi(\theta^*,\phi^*,\lambda)$ were calculated and stored in the computer memory at 5° step increments of the angle of incidence $\theta^*$. From this table the direction of the reflected energy bundle, corresponding to a given direction of incidence $(\theta^*,\phi^*)$, was obtained by interpolation.

Once the absorption factors $\sigma_j^1$ and $\sigma_j^2$ have been determined the overall heat transfer rate at a surface, the overall net radiant interchange between two surfaces, and the local radiant heat flux can be computed immediately. Recalling that the overall radiant heat transfer rate from surface i can in general be expressed as the difference between energies emitted and absorbed at a surface, one
can write
\[ Q_i = A_i \varepsilon_i (\sigma T_i^4 - \sum_{j=1}^{n} g_{ij} T_j^4) \]  
(6.10)

if use is made of reciprocity condition
\[ A_i \varepsilon_i \frac{g'_{ij}}{T_i} = A_j \varepsilon_j \frac{g'_{ij}}{T_j} \]  
(6.11)

and if there is no radiation falling on the system from some external source. The net radiant interchange between two surfaces \( i \) and \( j \) is given in terms of the absorption factors \( g'_{ij} \) as
\[ Q_{ij} = A_i g'_{ij} \varepsilon_i (\sigma T_i^4 - \sigma T_j^4) \]  
(6.12)

The local radiant heat flux at \( i \) can be expressed analogously to that by Eq. (6.10), and we can write
\[ q_i = \frac{dQ_i}{dA_i} = \varepsilon_i (\sigma T_i^4 - \sum_{j=1}^{n} g'_{ij} \varepsilon_j (\sigma T_j^4 - \sigma T_i^4)) \]  
(6.13)

where in writing Eq. (6.13) use was made of the reciprocity condition
\[ A_i \varepsilon_i \frac{dA_i}{d\varepsilon_i} \frac{g'_{ij}}{d\varepsilon_j} = A_j \varepsilon_j \frac{dA_j}{d\varepsilon_j} \frac{g'_{ij}}{d\varepsilon_i} \]  
(6.14)

various special cases follow immediately from Eqs. (6.10) and (6.13). For example, when there are only two surfaces in the system and both are at the same temperature the local radiant heat loss, Eq. (6.13), reduces to
\[ q_i = \varepsilon_i \sigma T_i^4 - g'_{ij} \varepsilon_j (\sigma T_j^4 - \sigma T_i^4) \]  
(6.15)

6.3 Results and Discussion

6.3.1 Independent Parameters

Radiation heat exchange between surfaces depends on the geometry of the system, the radiation characteristics of surfaces and on the boundary conditions prescribed. There is, of course, an infinite number of combinations of the various independent parameters, and so it is necessary to be selective. The systems and parameters chosen as well as the reason for the particular choices are given in the following paragraphs.
The geometrical arrangements selected for study are illustrated in Fig. 22, and are henceforth referred to as Configuration 1, Configuration 2, etc. The choice of these simple configurations was dictated by the fact that such simply arranged surfaces arise in engineering systems. The systems chosen cover a complete range of configurations and as such permit a critical examination of the influence of directional characteristics of surfaces on radiation interchange.

The hemispherical emissivities adopted for the calculations were 0.9, 0.5 and 0.1. The reason for choosing these values were twofold. First, they encompass a wide range of materials including powd as well as good electrical conductors. Second, these values were taken to facilitate direct comparison of the present results with those reported in References 6, 14 and 25. The directional reflectivities and emissivities for a specularly reflecting surface were calculated from Fresnel's equations. The complex index of refraction, \( n = n - ik \), that is, the index of refraction \( n \) and the index of absorption \( k \) corresponding to these hemispherical emissivities are as follows:

<table>
<thead>
<tr>
<th>( \epsilon )</th>
<th>( n )</th>
<th>( k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>1.5565</td>
<td>0</td>
</tr>
<tr>
<td>0.5</td>
<td>6.1638</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>23.4520</td>
<td>23.4520</td>
</tr>
</tbody>
</table>

These constants are identical to those used by Herling [14] and were adopted in the present study to facilitate comparison. The justification for choosing these particular values is given by Herling. Furthermore, it should be remarked that the intent here has not been an accurate reproduction of directional radiation properties for a particular material, but only a qualitatively correct functional form which represents the gross trends of the characteristics with direction.

Results have been obtained for the following models:

I. Constant (direction independent) properties, CP.
   1. Diffuse emission and reflection with uniform radiosity, \( D^* \) (the results reported for this model were obtained analytically)
   2. Diffuse emission and reflection, \( D \) (model A)
   3. Diffuse emission and specular reflection, \( S \) (model B)

II. Direction dependent properties, DP.
   1. Directional emission and specular reflection with the reflectivity given by Fresnel's equations, \( S \) (model E)
   2. Directional emission and bidirectional reflection with the directional reflectivity given by Fresnel's
Figure 22
Configurations Analyzed
The reason the diffuse emission, reflection and uniform radiosity model (denoted for the sake of brevity by D*) was also considered is that all of the zonal methods of radiant heat transfer analysis such as the radiosity, Hottel, Gebhart and Oppenheim electric analog methods are based on this model [1].

6.3.2 Comparison of Monte Carlo with Exact Results

The accuracy of the Monte Carlo method can be estimated and the validity of its use in radiant heat exchange calculations established by comparing the overall and the local radiative heat loss predictions with those reported previously which were based on exact numerical solutions. A comparison of the overall heat loss from surface 1 and 2 for Configuration 3 is given in Table 2. The exact results of Sparrow et al. [25] based on the diffuse model and the results of Hering [14] based on the specular model with constant (CP) and dependent properties (DP) are compared with Monte Carlo calculations in Table 2. Inspection of the table reveals generally good agreement up to two significant figures. It should be remarked in passing that the exact results of Sparrow et al. [25] and of Hering [14] were obtained for infinitely long plates, but the Monte Carlo calculations were based on length to width ratios L/W=5.000. These ratios are sufficiently large to accurately approximate the infinitely long plates. An equally good agreement has been obtained for Configuration 3 with diffuse surfaces [17]. These findings give some confidence in the Monte Carlo method and establish its utility in overall radiant interchange calculations.

A comparison between the exact analytical predictions of Hering [45] and the approximate results based on the Monte Carlo method for the local heat loss are given in Fig. 23. This is a more severe test of the accuracy of the Monte Carlo method than has been provided by the comparison of the overall heat losses from the surface. The Monte Carlo results are somewhat scattered but clearly reveal the main trends. The largest difference between the results occur near the apex. The local heat flux predicted is a maximum of 1 percent higher than the exact result. This small discrepancy establishes the utility and validity of the Monte Carlo in local radiant heat transfer calculations.

Although the Monte Carlo results given in Table 2 and in Fig. 23 agree well with the exact solutions there is no assurance of a comparable degree of accuracy for other configurations or for a different functional dependence of
<table>
<thead>
<tr>
<th>Model</th>
<th>( \epsilon )</th>
<th>( 0.9 )</th>
<th>( 0.5 )</th>
<th>( 0.1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Monte Carlo</td>
<td>Exact</td>
<td>Monte Carlo</td>
<td>Exact</td>
</tr>
<tr>
<td>Specular</td>
<td>45</td>
<td>0.376</td>
<td>0.377</td>
<td>0.302</td>
</tr>
<tr>
<td>DP</td>
<td>60</td>
<td>0.489</td>
<td>0.490</td>
<td>0.356</td>
</tr>
<tr>
<td>Ref. [14]</td>
<td>90</td>
<td>0.681</td>
<td>0.617</td>
<td>0.426</td>
</tr>
<tr>
<td></td>
<td>135</td>
<td>0.861</td>
<td>0.856</td>
<td>0.480</td>
</tr>
<tr>
<td>Specular</td>
<td>45</td>
<td>0.376</td>
<td>0.376</td>
<td>0.302</td>
</tr>
<tr>
<td>CP</td>
<td>60</td>
<td>0.484</td>
<td>0.484</td>
<td>0.355</td>
</tr>
<tr>
<td>Ref. [14]</td>
<td>90</td>
<td>0.662</td>
<td>0.663</td>
<td>0.427</td>
</tr>
<tr>
<td></td>
<td>135</td>
<td>0.837</td>
<td>0.838</td>
<td>0.480</td>
</tr>
<tr>
<td>Diffuse</td>
<td>45</td>
<td>0.363</td>
<td>0.365</td>
<td>0.269</td>
</tr>
<tr>
<td>Ref. [25]</td>
<td>60</td>
<td>0.471</td>
<td>0.471</td>
<td>0.320</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>0.658</td>
<td>0.658</td>
<td>0.412</td>
</tr>
<tr>
<td></td>
<td>135</td>
<td>0.836</td>
<td>0.836</td>
<td>0.479</td>
</tr>
</tbody>
</table>
Figure 23

Comparison of Monte Carlo and Analytical [26] Results for Local Heat Loss for Configuration 3; Identical Surfaces, $\epsilon_1 = \epsilon_2 = \epsilon$, $T_1 = T_2 = T$, $L/W = 5000.0^\circ$
characteristics on direction. It is clear from Eq. (6.10) that if $\xi_1 + \xi_2$ is small compared to unity, errors in the absorption factors are masked when the results are presented in terms of the overall heat loss and it is then that there is greater probability of a larger percent error in the absorption factors. It should be kept in mind that the Monte Carlo results are approximate and larger $\xi_i$ carry greater weight of confidence.

The Monte Carlo method yields results of acceptable engineering accuracy. Although the computer time taken to solve a problem for a specific configuration depends on the number of trials (probability of accuracy desired), the radiation characteristics, the computer program, etc., an idea of the computer time used can be obtained from the example given below. The calculation of the local absorption factors needed to predict the local heat loss results presented in Fig. 23 took about 3.5 minutes for the diffuse model and about 2.5 minutes for the specular model on the IBM 7094 computer. In both cases 50,000 histories of energy bundles were traced. The method is more efficient for calculating overall absorption factors or heat transfer and considerably less efficient for predicting local values. For example, only 5,000 histories of energy bundles were traced (for a given value of $c$ and $\beta$) to predict the overall heat loss results presented in Table 2.

6.3.3 Overall Radiant Heat Loss and Radiant Heat Interchange

The absorption factors $\xi_1$ and $\xi_2$ for the four configurations studied are tabulated in the Appendix E in Tables E-1 through E-7. The results obtained encompass a large number of situations and include the "open" and "closed" systems. In the broad sense, the word "open" refers to a system for which the ratio of the overall heat loss to emission is approximately equal to unity, i.e., $Q/A_{\infty} = \xi$. The word "closed" refers to a system for which this ratio is much smaller than one. The absorption factors for Configuration 4 when surface 3 is adiabatic and a perfectly specular reflector would be identical to those given for Configuration 1 in Tables E-1 and E-2 with values of $H/W$ and $L/W$ twice as large as in Configuration 1. For this reason the results are not included.

In brief, from the examination of the tabulated absorption factors the following conclusions may be drawn.

1. The comparison of the results for the diffuse models with uniform (D*) and nonuniform radiocities (D) show exceptionally good agreement. A similar finding has already been noted by Sparrow et al. [25].
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2. The greatest difference between the results for the diffuse (D) and specular (S) constant property models occurs for "open" systems when the surfaces are highly reflecting, \( \varepsilon = 0.1 \). In some instances \( G_i^j \), based on the specular model may be greater by a factor of 5 than those based on the diffuse model.

3. The absorption factors for the specular model (S) based on the constant property (CP) analysis are generally in very good agreement with those from a directional property (DP) analysis. The difference between the two sets of results is smallest for highly absorbing surfaces \( \varepsilon = 0.9 \) and is greatest for highly reflecting surfaces \( \varepsilon = 0.1 \). The difference between CP and DP results is smallest for a "closed" configuration and increases as the system becomes more "open". For some cases (see Table E-1, \( \varepsilon = 0.1 \)) the two sets of results differ by more than a factor of two.

4. No general conclusions can be drawn regarding the absorption factors based on the Beckmann model for the reflection distribution function. Only for Configuration 2 (Table E-1) do the results for \( G_i^j \) fall between the limiting diffuse and specular models. The greatest difference between the results based on BP and the other models occurs again for \( \varepsilon = 0.1 \) and open systems.

5. For closed and intermediate systems the overall heat loss from a surface is not very sensitive to the choice of the model for the reflection characteristics as can be seen from the tabulated results. For example, since the average beam of radiation emitted from a surface, which is a part of a closed system, undergoes, say, more than 10 reflections for a surface having \( \varepsilon = 0.1 \), its direction is practically random. In this case the probability that the beam will be absorbed by the surface is proportional to the absorptivity of the surface and is independent of the character of the reflections.

6. For open systems with highly reflecting surfaces the overall heat transfer is much more sensitive to the nature of reflections since even for \( \varepsilon = 0.1 \) the beam undergoes few if any reflections at all. It is clear from Eq. (6.10) and the tabulated results that the largest difference between the overall heat transfer predictions at surface \( i \) based on the various models occurs for open systems having highly reflecting surfaces when the temperature of surface \( j \) is larger than that of surface \( i \).

7. The choice of the model and the detailed radiation characteristics are very critical for predicting overall radiant interchange in very open systems having highly reflecting surfaces. The prediction of radiant heat interchange
among two surfaces based on any two models may differ by a factor of several or even many orders of magnitude.

6.3.4 Local Radiant Heat Loss

Recall that the local radiant heat flux can be readily evaluated once the local absorption factors \( g_{j-di} \) or \( g_{j-di}^* \) are known, see Eq. (6.13). The results presented in this report are in terms of the factor \( g_{j-di}^* \) instead of \( g_{j-di} \)

\[
\dot{q}_{j-di}^* = g_{j-di}^* \frac{A_j}{\Delta A_i}
\]

(6.16)

This is advantageous since now \( g_{j-di}^* \) is independent of the size of the elementary area used in the numerical calculations. It should be noted that the results for \( g_{j-di}^* \) presented are not truly local but represent values averaged over a finite area \( \Delta A_i \). The surface was divided into 10 strips or into \( i \times j \) rectangular zones for infinitely long and finite surface, respectively. The calculated points have been omitted from the figures for the sake of clarity but some representative results are given by Toor [17]. Since there was some scatter in the calculated results the lines drawn through the points represent smoothed values.

For the purpose of estimating the detail required in describing the radiation characteristics of surfaces when predicting the radiant heat flux the local absorption factors were calculated for a range of parameters and all four configurations considered. Since it is expected that the greatest difference between the various models would occur when the reflectivity is high, most of the results presented are for this case, \( \epsilon = 0.1 \). Some representative results for the local heat loss are presented in Figs. 24, 27, 30, and 31 and the corresponding absorption factors needed to calculate the former in Figs. 25-26, 28-29, 31-32, and 34-35, respectively. The local radiant heat loss and absorption factors for Configuration 4 when surface 3 is adiabatic and a perfectly specular reflector would be identical to those given in Figs. 24 and 25-26, respectively, for values of \( R/W \) and \( L/W \) twice as large; however, due consideration should be given to the coordinate system of the two configurations.

Results presented in the figures show that in some instances, see Fig. 29, the local absorption factors may vary by more than an order of magnitude from one edge of a surface to another. Whether this large variation in the local absorption factors along a surface is important depends on whether one is interested in the local heat loss or the local radiation. 
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Figure 24

Local Heat Loss for Configuration 1. Identical Surfaces. $\varepsilon_1 = \varepsilon_2 = \varepsilon$, $T_1 = T_2 = T$. $H/W = 0.5$, $L/W = 2800.0$. 
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Figure 25

Absorption Factor $J_{l-d_2}$ for Configuration 1:
Identical Surfaces, $e_1 = e_2 - e$, $N/W = 0.5$,
$L/W = 2500.0$
Absorption Factor $\beta_{\text{L-dl}}$ for Configuration 1:
Identical Surfaces. $\varepsilon_1 = \varepsilon_2 = \varepsilon$. $W/W = 0.5$.
$L/W = 2500.0$
Figure 27
Local Heat Loss for Configuration 2: Diffuse Surfaces 1 and 2, $\varepsilon_1 = \varepsilon_2 = \varepsilon$, $\rho_3 = 1.0$.
$T_1 = T_2 = T$, $H/W = 1.0$, $Z/W = 0.75$, $L/W = 5000.0$
Figure 28

Absorption Factor \( \mathcal{G}_{1-d2}^\prime \) for Configuration 2:
Diffuse Surfaces 1 and 2, \( \epsilon_1 = \epsilon_2 = \epsilon \),
\( \rho_3 = 1.0, H/W = 1.0, L/W = 5000.0 \)
Figure 29
Absorption factor $Q_{1}$ for Configuration 2, Diffuse Surfaces 1 and 2, $\epsilon_1 = \epsilon_2 = \epsilon$, $\rho_3 = 1.0$, $H/W = 1.0$, $L/W = 5000.0^2$
interchange. Inspection of the results reveals that for some configurations both $g^*_1$ and $g^*_2$ increase with increasing distance along the surface up to the center, see Figs. 25 and 26, while for others $g^*_1$ increases and $g^*_2$ decreases along the surface, see Figs. 28 and 29. These trends are obvious for the two particular configurations considered; however, in general no such simple conclusions can be made.

Comparison of absorption factors $g^*_1$-$d^*_2$ based on different models shows that they may differ by as much as a factor of three; however, it is not possible to generalize this observation for different types of configurations. As Bevans and Edwards [13] have demonstrated it is possible to choose an extreme geometry for which the results would differ by many orders of magnitude depending on the model used for radiation surface characteristics. The largest differences between the results based on different models are expected to occur for very open arrangements when the dimensions of surfaces are very small compared to the distances between the surfaces.

Additional results for the local heat loss are given in Figs. 36 through 38. These as well as the results already presented are for identical surfaces 1 and 2. Before discussing the results in some detail it is desirable to review the configurations and the results reported earlier in the literature. For Configuration 1 local heat loss results have been reported by Sparrow et al. [25] for diffuse surfaces and by Eckert and Sparrow [6] for specularly reflecting constant property surfaces. The adjoin plate geometry (Configuration 3) has been considered by Sparrow et al. [25] for diffuse surfaces and by Eckert and Sparrow [6] for specular surfaces having constant properties and by Hering [14] for direction dependent properties. The dependence of the local heat loss for "open", "closed" and "intermediate" geometries has been systematically discussed by Sparrow et al. and needs no elaboration here.

Based on the results presented in the figures and some that are given in Reference 17 the following observations may be made:

1. For a given geometry the local heat loss is most nonuniform for black surfaces ($\varepsilon = 1.0$) and becomes uniform for the limiting case of perfectly reflecting surfaces ($\varepsilon = 0$). For the former and very closed system, e.g. Configuration 1 where $H/A = 0$, the ratio of heat loss at the edge of the plate to that at the center would be effectively infinite.

2. For open geometries the local heat loss from a surface is practically uniform over the surface and the presence of a second or additional surface plays a very minor role. As the system becomes more closed the local heat loss becomes more nonuniform.
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Figure 30

Local Heat Loss for Configuration 3: Identical Surfaces, $\epsilon_1 = \epsilon_2 = \epsilon$. $T_1 = T_2 = T$, $L/W = 5000.0$
Figure 31

Absorption Factor $S''_{1-2}$ for Configuration 3; Identical Surfaces, $e_1 = e_2 = e$
$L/W = 5000.0$
Figure 32

Absorption Factor $g''_{1-dl}$ for Configuration 3, Identical Surfaces, $\epsilon_1 = \epsilon_2 = \epsilon$, $L/W < 5000.0
Local Heat Loss for Configuration 4: Surface 3 is Adiabatic, Diffuse and Perfect Reflector, Identical Surfaces 1 and 2, $\varepsilon_1 = \varepsilon_2 = \varepsilon$, $T_1 = T_2 = T$, $H/W = 0.25$, $L/W^1 = 5000.0$.

Figure 13

\[ \frac{q}{\varepsilon \sigma T^4} \]
Absorption Factor $S_{1-d2}$ for Configuration 4: Surface 3 is Adiabatic, Diffuse and Perfect Reflector, identical Surfaces 1 and 2.

$\epsilon_1 = \epsilon_2 = \epsilon$, $H/W = 0.25$, $L/W \approx 5000.0$
Figure 35

Absorption Factor $S_{l-1}$ for Configuration 4:
Surface 3 is Adiabatic. Diffuse and Perfect Reflector. Identical Surfaces 1 and 2.
$\varepsilon_1 = \varepsilon_2 = \varepsilon$, $H/W = 0.25$, $L/W = 5000.0$
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3. The greatest difference between the predictions for $q/\varepsilon_0T^4$ based on constant property models occurs at a position where the local heat loss is the smallest. The values differ in some instances, for example in Fig. 33, by more than a factor of two.

4. Regardless of the model chosen it is clear that for the two limiting cases either ε = 1 or ε = 0 at all the surfaces in the enclosure, the different models for radiation surface properties are expected to yield the same heat loss since there are no interreflections in the former and no absorptions in the latter enclosure. The largest difference between the predictions of $q$ based on various models is expected to occur with intermediate values of ε.

5. Results show that the choice of the model is very important in analyzing local radiant interchange $Q_{\text{diff}}$ (i.e., net radiant exchange between an elementary area $dA_i$ and a finite area $A_j$) particularly for open systems having highly reflecting surfaces.

6. The choice of the model is most critical and the greatest level of detail is required in describing the radiation characteristics when calculating local radiant heat loss at a highly reflecting surface which is a part of a closed system. The largest difference between the predictions of various models occurs at the position where the local heat loss is smallest.

7. The simple diffuse and specular constant property models can fail badly for a particular geometry and surface condition when the variation of properties with direction is not taken into account.
Figure 36

Local Heat Loss for Configuration 3: Identical Surfaces, $\epsilon_1 = \epsilon_2 = \epsilon$, $T_1 = T_2 = T$, $L/W = 5000.0$
Figure 37

Local Heat Loss for Configuration 3; Specular (DP) Surfaces. \( \varepsilon_1 = \varepsilon_2 = \varepsilon, \quad T_1 = T_2 = T, \)
L/W = 1.0 (i x j) = 11 x 11
Figure 38

Local Heat Loss for Configuration 3: Specular (DP) Surfaces, $\epsilon_1 = \epsilon_2 = \epsilon$, $T_1 = T_2 = T$.
$L/N = 1.0$ ($1\times1 = 1\times1$)
As a result of the present analytical and experimental study of radiant heat transfer between simply arranged surfaces the following conclusions may be drawn.

1. Analytical results indicate that the diffuse and specular constant property analyses do not represent the upper and lower bounds on local radiant heat flux.

2. The simple diffuse analysis (where appropriate) yields good approximations to radiant heat transfer, especially considering the usual uncertainty of radiation surface properties. Even though the model is highly simplified, because of compensating effects, it can yield results for overall and local heat transfer of acceptable engineering accuracy. Particular care however should be exercised in analyzing radiant heat transfer at a surface which is primarily irradiated at large angles of incidence relative to the surface normal.

3. The local irradiation derived on the basis of the specular reflection constant property analysis with hemispherical properties yielded local irradiation values that differed in some instances by more than a factor of three from more realistic property models. The correct accounting for the variation of properties with direction for specularly reflecting surfaces, \((\sigma/\lambda)^{1/3}\lamb\), is very important.

4. For large ratios of \(p^S/p\) the diffuse-specular constant property model suffers the same shortcomings as the specular model. Again, the dependence of the specular component of the hemispherical reflectivity must be accounted for in a more realistic radiant heat transfer analysis.

5. From the practical viewpoint, the directional emission and bidirectional reflection model for radiant heat transfer analysis is too complicated for use in engineering calculations. Even for the very simple configuration considered very extensive computations are needed and do not appear to be justifiable at the present time in view of the results obtained and the fact that detailed surface property information required to implement the real surface analysis, such as the spectral directional emissivity and the reflection distribution function of the participating surfaces, is generally not available for engineering materials.
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6. An excellent compromise between reality, level of detail (where absolutely necessary) and computational effort appears to be the directional emission and reflection model with the diffuse and specular components of reflectivity depending on direction such that

\[ \rho(\theta, \lambda) = \rho^d(\theta, \lambda) + \rho^s(\theta, \lambda) \]

All of the properties required by the analysis can be readily measured in the laboratory with existing instrumentation. Several laboratories in the country have this capability.

7. For the range of system parameters and surface materials considered the experimental data for the local irradiation agree remarkably well with the simple diffuse analysis. The predictions are within the maximum possible experimental error of the data. This is even true for materials approaching the optically smooth surface condition or when the ratio of the specular component of reflectivity to hemispherical reflectivity is large.

8. For surfaces approaching the optically smooth condition, for example, smooth electroplated gold, the experimental data does not fit the simple specular constant property analysis. The model appears to have certain severe limitations. Experimental data provides the verification of the importance of the directional effects for optically smooth surfaces.

9. For polished stainless steel or rough electroplated gold surfaces which have a large component of specular reflectivity the diffuse analysis is in closer agreement with the data than the diffuse-specular constant property analysis. The reason for this apparent failure is the same as for the simple specular analysis. It appears that if the diffuse-specular model is to be adopted for radiant heat transfer calculations at least the variation of the specular component of reflectivity with direction should be accounted for in some approximate manner.

10. The conclusions drawn above were based on the limited results obtained in the experimental and analytical phases of the program for the particular geometries, materials, and temperature levels. It appears from the Monte Carlo calculations that the configurations selected for radiant heat transfer analysis were not the most critical. These choices were primarily dictated by the computer time needed to perform the detailed computations. Therefore, care should be used in extending the results and conclusions to situations very much different from those studied here.
1. For the type of radiation interchange problem considered in this study the Monte Carlo method provides a statistical approach that can be interpreted simply in terms of the physical processes and that has been extended to extreme generality. Moreover, the desired results can be expressed as overall and local absorption (radiation interchange) factors or overall and local heat flux distributions on the surface. The method can be readily adopted, with some additional complexity for calculation of total radiant heat transfer on the spectral basis including the polarization effects.

2. For complex geometries or when the radiation characteristics of surfaces depend on direction, Monte Carlo simulation of radiant interchange problems is attractive. The method yields results that converge exactly (in the limit of many trials) to those of the specified physical problem. However, for very "open" systems, such as for Configuration 2 when Z/W is large, the method is very inefficient.

3. The choice of the model for predicting the overall heat loss from a surface is in general not very critical. The heat loss is generally within 25 percent of the simple diffuse analysis for both open and intermediate geometries.

4. The choice of the model and therefore the detail needed to describe the radiation characteristics of participating surfaces is not important in analyzing radiation interchange between two surfaces in a closed system when all surfaces have large emissivities. The differences between the predictions based on the various models was less than 10 percent.

5. The choice of the model and the detailed radiation characteristics are very critical in analyzing radiation interchange between two surfaces for very open systems having highly reflecting surfaces. The prediction of radiant heat interchange among two surfaces may differ by a factor of several or even many orders of magnitude.

6. The choice of the model is most critical and the greatest level of detail is required in describing the radiation characteristics for evaluating local heat loss at a highly reflecting surface which is a part of a closed system.
A number of new problem areas have evolved during the course of this research. This development of additional problems is expected in a study of this nature. A few areas which need further study are briefly discussed below.

1. The directional emission and reflection model \( F \) in which the directional reflectivity is resolved into diffuse and specular components is more realistic than the diffuse-specular constant property model \( C \).

2. The development of simple experimental techniques for measuring the specular and diffuse components of directional reflectivity for engineering materials is needed if the model discussed above is to be applied successfully in more realistic heat transfer calculations.

3. The experimental work indicated a need for a small thermal (spectral or total) radiation detector that could be mounted flush with the surface and be nonselective to radiation regardless of incident direction and wavelength.

4. In experiments and analyses performed on a total basis it is difficult to separate the directional from the spectral effects.

In conclusion, the objectives of the research program have been satisfied, e.g., the accuracy and the validity of the commonly used simplified models for radiation surface characteristics have been examined both experimentally and analytically using more realistic and refined analysis.
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APPENDIX A

Reduction of Integral Equation (3.9)

The aim of this appendix is to provide some details of reduction of the general integral equation for the spectral intensity of radiation. For the configuration shown in Fig. 3 which consists of two plane surfaces, infinitely long (in the direction perpendicular to the plane of the figure), Eq(3.9) results in a pair of integral equations

\[ I_1(x_1, \theta_1, \psi_1, \lambda) = \epsilon_1(x_1, \theta_1, \psi_1, \lambda)I_b_1(x_1, \lambda) + \int_{\lambda_1} \frac{f_1(x_1, \theta_1, \psi_1, \theta_1, \psi_1, \lambda)}{A_1} I_2(x_2, \theta_2, \psi_2, \lambda)K_1\lambda_2d\lambda_2 \quad (A.1) \]

and

\[ I_2(x_2, \theta_2, \psi_2, \lambda) = \epsilon_2(x_2, \theta_2, \psi_2, \lambda)I_b_2(x_2, \lambda) + \int_{\lambda_1} \frac{f_2(x_2, \theta_2, \psi_2, \theta_2, \psi_2, \lambda)}{A_1} I_1(x_1, \theta_1, \psi_1, \lambda)K_2\lambda_1d\lambda_1 \quad (A.2) \]

if it is assumed that the surface temperature and properties are independent of the \( y \) coordinate. This is justifiable on the grounds that the plates are infinitely long in the \( y \)-direction and therefore \( y \) is no longer an independent variable of the problem. It remains now only to express the angles and the kernels in terms of the geometrical parameters and the coordinates of the two plates.

It is convenient to introduce dimensionless distances

\[ \xi = x/L, \quad \eta = y/L, \quad \delta_1 = y/L, \quad \delta_2 = y/L_1, \quad \gamma = h/L \quad (A.3) \]

The angles of emission (or reflection) and incidence can after some manipulation be expressed in terms of the geometrical parameters of the problem and the dimensionless distance as

\[ \theta_1 = \cos^{-1}(\gamma + \xi_2 \sin \phi)/\delta_1 \quad (A.4) \]

\[ \theta_1 = \cos^{-1}(\gamma + \xi_2 \sin \phi)/\delta_1 \quad (A.5) \]
\[ \phi_1 = \cos^{-1} \left( \frac{\eta_2}{D_1} \right) \]  
\[ \phi'_1 = \cos^{-1} \left( \frac{\eta'_2}{D'_1} \right) \]  

where
\[ D_1 = \left[ (\delta_2 - \delta_1) + \xi_2 \cos \beta - \xi_1 \right]^2 + \eta_2^2 + (\gamma + \xi_2 \sin \beta)^2 \]  
\[ D'_1 = \left[ (\delta_1 - \delta_2 + \xi_1 \cos \beta)' \right]^2 + (\eta'_2)^2 + (\gamma + \xi_2 \sin \beta)'^2 \]
and
\[ \phi_2 = \cos^{-1} \left\{ \left[ \sin \beta (\delta_1 - \delta_2 + \xi_1) + \gamma \cos \beta \right]/D_2 \right\} \]  
\[ \phi'_2 = \cos^{-1} \left\{ \left[ \sin \beta (\delta_2 - \delta_1 + \xi_1) + \gamma \cos \beta \right]/D'_2 \right\} \]

where
\[ D_2 = \left[ (\delta_1 - \delta_2 + \xi_1 - \xi_2 \cos \beta)^2 + \eta_1^2 + (\gamma + \xi_2 \sin \beta)^2 \right]^{\frac{1}{2}} \]  
\[ D'_2 = \left[ (\delta_2 - \delta_1 + \xi_2 \cos \beta)' - \xi_1)^2 + (\eta'_1)^2 + (\gamma + \xi_2 \sin \beta)'^2 \right]^{\frac{1}{2}} \]

The integral Eqs. (A.1) and (A.2) can be written as
\[ I_1(\xi_1, \xi_2, \eta_2, \lambda) = \epsilon_1(\xi_1, \xi_2, \eta_2, \lambda) I_{b1}(\xi_1, \lambda) + \int_0^\infty \int_0^1 f_1(\xi_1, \xi_2, \eta_2, \xi_2', \eta_2', \lambda) I_2(\xi_2, \eta_2', \xi_1, \lambda) K_{12} d\xi_2 d\eta_2 \]

and
\[ I_2(\xi_2, \xi_1', \eta_1', \lambda) = \epsilon_2(\xi_2, \xi_1', \eta_1', \lambda) I_{b2}(\xi_2, \lambda) + \int_0^\infty \int_0^1 f_2(\xi_2, \xi_1', \eta_1', \eta_1, \lambda) I_1(\xi_1', \eta_1, \xi_2, \lambda) K_{21} d\xi_1' d\eta_1' \]
respectively, where the kernels $K_{12}$ and $K_{21}$ are given by

$$K_{12} = (\gamma + \delta_2 \sin \phi) \left( \sin \beta (\delta_1 - \delta_2 + \delta_1) + \gamma \cos \beta \right) / (D_1)^4$$  \hspace{1cm} (A.18)

$$K_{21} = (\gamma + \delta_2 \sin \phi) \left( \sin \beta (\delta_1 - \delta_2 + \delta_1) + \gamma \cos \beta \right) / (D_2)^4$$  \hspace{1cm} (A.19)
Method of Solution of Integral Equation (3.12) or (3.13)

Since the kernels of Eqs. (3.12) and (3.13) are very complicated an exact analytical solution is not possible and a numerical solution is the best that can be obtained. This appendix describes such a solution of the integral equations along with the methods for determining the local irradiation and the local heat flux.

The methods for solving linear Fredholm integral equations of the second kind are well documented in the text of Hildebrand [45]. A review of some of the methods as they pertain to the solution of integral equations arising in problems of radiant interchange is given by Sparrow [4]. Variational methods are limited in that the form of the solution must be chosen and higher order approximations are very tedious. Finite differencing of the integral equation results in a system of algebraic equations, which in many instances requires the simultaneous solution of a large number of algebraic equations which may be ill-conditioned [46] as the results of Love and Gilbert [21] illustrate. The method of successive approximations lends itself readily to numerical computation. The drawbacks of this method are the large number of iterations required and the large number of points needed for numerical evaluation of integrals. However, the method of successive approximations appears to be the only suitable one and has been adopted for the solution of the integral equation.

The Gaussian quadrature was used for all numerical evaluations of integrals in the solution by the method of successive approximations. This quadrature is the most accurate available for the number of points used. Using the Gaussian quadrature the integrals with finite limits can be approximated as

\[ \int_{a}^{b} f(x, \xi) d\xi \approx \sum_{j=1}^{n} v_j f(x, \xi_j) \]  

(B.1)

where \( \xi_j = \frac{1}{2} (b-a) \eta_j + \frac{1}{2} (b+a) \) \hspace{1cm} (B.2)

\( v_j = \frac{1}{2} (b-a) \eta_j \) \hspace{1cm} (B.3)

The weights \( v_j \) and the abscissas \( \eta_j \) have been taken from [47]. Similarly, the integrals with infinite limits can
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be approximated by
\[
\int_{-\infty}^{\infty} f(x, \eta) \, d\eta \sum_{j=1}^{N} w_j f(x, \eta_j) \quad (B.4)
\]
where again the weights \( w_j \) and the abscissae \( \eta_j \), tabulated in (48) were used. In terms of formulas (B.1) and (B.4) the double integrals were expressed as
\[
\int_{a}^{b} \int_{a}^{b} f(x, \xi, \eta) \, d\xi \, d\eta \sum_{p=1}^{N} \sum_{q=1}^{N} v_{pq} w_j f(x, \xi_p, \eta_q) \quad (B.5)
\]

The numerical calculations were carried out on an IBM 7094 digital computer. In order to keep the computer time reasonable the radiation surface characteristics and the kernels had to be calculated once and stored in the core of the computer. As a result of this requirement and because \( f(\xi_1, \xi_2, \eta_2) \) is a function of three independent variables, the maximum number of points that could be employed in carrying out the double integrations was \( n = 8 \).

In the calculations the successive approximation procedure was terminated after the convergence criteria
\[
\left| \frac{I_1(\xi_1, \xi_2, \eta_2) - I_1(\xi_1, \xi_2, \eta_2)}{I_1(\xi_1, \xi_2, \eta_2)} \right| < 0.001 \quad (B.6)
\]
was satisfied. This convergence criteria was chosen so that the accuracy of the solution was consistent with the number of integration points employed. For the parallel plate geometry it was generally found that as the spacing to width ratio \( \gamma \) and the emissivity \( \varepsilon \) decreased the intensity of radiation leaving a surface \( I(\xi_1, \xi_2, \eta_2) \) became greater, and the number of iterations required to achieve convergence increased. For values of \( \gamma \leq 0.25 \) the convergence was too prohibitive even on a very fast digital computer. Therefore, the smallest value \( \gamma \) for which results have been obtained by this method was 0.25. Models C, F and G needed the largest number of iterations to achieve convergence, particularly for small values of \( \varepsilon / \lambda \) or large values of \( \alpha / \lambda \). This was due to the presence of a prominent specular reflection component.

After the intensity of radiation leaving a surface \( f(\xi_1, \xi_2, \eta_2) \) had been determined, the local irradiation was evaluated from Eq. (3.3) with the help of Eq. (3.7) using the same integration scheme previously discussed. The local heat loss was calculated from Eq. (3.1).

For the diffuse model A and the specular model B the
local heat loss results reported in References [25] and [6] respectively, were compared with those obtained by the present method for $\gamma = 1.0$ and were found to be in good agreement. However, there is no assurance of a comparable degree of accuracy for small values of $\gamma, 0/\lambda$ and/or large values of $a/\lambda$ since the number of Gaussian points used for integration may have been insufficient. It is believed that the results obtained are accurate for engineering purposes, and if desired the precision can be improved by increasing the number of integration points and making the error criteria more strict. However, this was not justifiable in view of the purpose of the present study.
APPENDIX C

Discussion of Experimental Errors

An error estimate of the irradiation measurements is difficult and can only be qualitative. The basic reason for this is that it is impossible to accurately estimate the error introduced by the presence of the holes in front of the thermopiles. The effect of the hole is a function of the directional distribution of the incident flux. i.e., the geometry, the test surfaces and the temperatures. The thermopile calibration curves are only relative and not absolute since they were calculated by assuming the 3M and Pyromark black paints were diffuse emitters and reflectors.

In the irradiation measurements residual gases in the system did not have any effect on the measured fluxes since the radiation flux distribution for a given configuration is only a function of surface temperatures and properties. The measurements were made under vacuum conditions because the absence of convection is important in achieving a uniform temperature along and across the plate.

In the incident flux measurements the errors in the physical geometry are small. The estimated errors in h, d₁, d₂, β, and l are all less than 1 percent. The flux incident upon the thermopiles from the surroundings is also a small portion of the measured flux (less than 1 percent), while the temperature error is approximately 1/2 percent based on the absolute temperature scale.

Although the effect of the presence of the hole can not be estimated, an indication of its effect may be obtained from Fig. 11. On this graph a thermopile calibration curve, calculated as explained in Chapter 4 from the 3M and Pyromark painted plates, is compared to a similar curve obtained from the cylindrical blackbody. The differences in the incident flux distributions from these two radiation sources is much greater than the differences in flux distributions obtained when using the test surfaces; however, the two calibration curves are within 2 percent of each other.

The total maximum or probable error in the calibration curves is impossible to calculate because of the complexity of the integral equations used in calculating the irradiation; therefore, only errors in each of the quantities used in computing the calibration curves will be discussed. The largest source of error in the calibration curves, beside the effect of the hole, is in determining surface temperatures. The temperature difference across the 3M paint film under high heat transfer rates may be as high as 8°F with an uncertainty of ± 50 percent due to the necessity of estimating the thermal conductivity of the paint. This leads to a
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possible surface temperature error of 1 percent for the cold plate. The uncertainty in the temperature of the pyromark coated hot plate is approximately 2 percent due to the thinner coating. These temperature errors are compounded by the $T$ terms in the equations for the irradiation. The errors in the emissivities of the painted surfaces used in the calibration curve calculations are relatively high. The maximum errors in the emissivities of the 3M Black Velvet and Pyromark painted surfaces are 7 and 6 percent, respectively [34]. However, the errors in the surface temperatures in both the irradiation and emissivity measurements are primarily due to the difficulty in calculating the temperature drop across the paint. It is expected that these errors would be compensating and the probable errors in the calibration curves would be much lower.

An indication of the reproducibility of the irradiation data is given by Fig. 12. On the graph with $\gamma = 0.75$ the squares and circles represent data taken with different sets of thermopiles at the beginning and end of the experimental work, about three months apart. As shown on the graph the maximum difference between the two sets of data is 4.5 percent.
APPENDIX D

Tabulation of Experimental Data

The local surface temperatures are given in Table D-1 for two typical sets of data. The variation of temperature across the plate is seen to be small, and therefore in Tables D-2 through D-7 only the average surface temperatures are given. In view of the uncertainties in the radiation surface characteristics and other experimental errors, this appears to be reasonable.

Table D-1

Variation of Surface Temperature Across the Plate

a) Sandblasted Stainless Steel: $\gamma=0.75$, $\theta=\theta_1=\theta_2=0$

<table>
<thead>
<tr>
<th>$\xi$</th>
<th>$T_c (^\circ F)$</th>
<th>$T_b (^\circ F)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>74.91</td>
<td>298.92</td>
</tr>
<tr>
<td>0.125</td>
<td>74.95</td>
<td>298.94</td>
</tr>
<tr>
<td>0.375</td>
<td>75.01</td>
<td>298.99</td>
</tr>
<tr>
<td>0.438</td>
<td>75.03</td>
<td>299.01</td>
</tr>
</tbody>
</table>

b) Smooth Gold: $\theta=90^\circ$, $\gamma=\theta_1=0.25$, $\theta_2=0$

<table>
<thead>
<tr>
<th>$\xi$</th>
<th>$T_c (^\circ F)$</th>
<th>$T_b (^\circ F)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.125</td>
<td>100.07</td>
<td>742.21</td>
</tr>
<tr>
<td>0.375</td>
<td>99.94</td>
<td>742.17</td>
</tr>
<tr>
<td>0.625</td>
<td>99.61</td>
<td>742.13</td>
</tr>
<tr>
<td>0.875</td>
<td>99.48</td>
<td>741.93</td>
</tr>
</tbody>
</table>
### TABLE D-2

Experimental Local Irradiation Data for Sandblasted Stainless Steel: \( \rho \text{,} \text{cm}^{-2} \text{MeV} \text{n}^{-1} \text{cm}^{-2} \text{sec}^{-1} \text{org}^{-1} \)

<table>
<thead>
<tr>
<th>( T ) (°C)</th>
<th>( T_e ) (°C)</th>
<th>( \xi \text{.063} )</th>
<th>( \xi \text{.125} )</th>
<th>( \xi \text{.25} )</th>
<th>( \xi \text{.375} )</th>
<th>( \xi \text{.438} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.0</td>
<td>49.0</td>
<td>0.678</td>
<td>0.707</td>
<td>0.802</td>
<td>0.843</td>
<td>0.847</td>
</tr>
<tr>
<td>50.0</td>
<td>50.0</td>
<td>0.681</td>
<td>0.741</td>
<td>0.816</td>
<td>0.849</td>
<td>0.866</td>
</tr>
<tr>
<td>75.0</td>
<td>298.9</td>
<td>2.55</td>
<td>2.65</td>
<td>3.00</td>
<td>3.13</td>
<td>3.16</td>
</tr>
<tr>
<td>75.0</td>
<td>299.2</td>
<td>2.69</td>
<td>2.78</td>
<td>3.19</td>
<td>3.26</td>
<td>3.22</td>
</tr>
<tr>
<td>100.0</td>
<td>650.0</td>
<td>10.9</td>
<td>11.6</td>
<td>13.1</td>
<td>13.3</td>
<td>13.4</td>
</tr>
</tbody>
</table>

### TABLE D-3

Experimental Local Irradiation Data for Polished Stainless Steel: \( \rho \text{,} \text{cm}^{-2} \text{MeV} \text{n}^{-1} \text{cm}^{-2} \text{sec}^{-1} \text{org}^{-1} \)

<table>
<thead>
<tr>
<th>( T ) (°C)</th>
<th>( T_e ) (°C)</th>
<th>( \xi \text{.063} )</th>
<th>( \xi \text{.125} )</th>
<th>( \xi \text{.25} )</th>
<th>( \xi \text{.375} )</th>
<th>( \xi \text{.438} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.0</td>
<td>50.0</td>
<td>1.21</td>
<td>1.32</td>
<td>1.65</td>
<td>1.71</td>
<td>1.76</td>
</tr>
<tr>
<td>75.0</td>
<td>249.6</td>
<td>3.24</td>
<td>3.29</td>
<td>4.20</td>
<td>4.58</td>
<td>4.57</td>
</tr>
<tr>
<td>100.0</td>
<td>700.4</td>
<td>19.9</td>
<td>21.5</td>
<td>26.1</td>
<td>27.6</td>
<td>27.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( T ) (°C)</th>
<th>( T_e ) (°C)</th>
<th>( \xi \text{.063} )</th>
<th>( \xi \text{.125} )</th>
<th>( \xi \text{.25} )</th>
<th>( \xi \text{.375} )</th>
<th>( \xi \text{.438} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.0</td>
<td>50.0</td>
<td>1.85</td>
<td>2.25</td>
<td>2.70</td>
<td>2.83</td>
<td>2.91</td>
</tr>
<tr>
<td>75.0</td>
<td>200.1</td>
<td>3.74</td>
<td>4.47</td>
<td>5.28</td>
<td>5.24</td>
<td>5.35</td>
</tr>
<tr>
<td>100.0</td>
<td>695.0</td>
<td>19.7</td>
<td>22.7</td>
<td>26.9</td>
<td>26.8</td>
<td>27.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( T ) (°C)</th>
<th>( T_e ) (°C)</th>
<th>( \xi \text{.063} )</th>
<th>( \xi \text{.125} )</th>
<th>( \xi \text{.25} )</th>
<th>( \xi \text{.375} )</th>
<th>( \xi \text{.438} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.0</td>
<td>50.0</td>
<td>0.894</td>
<td>0.913</td>
<td>1.06</td>
<td>1.07</td>
<td>1.11</td>
</tr>
<tr>
<td>75.0</td>
<td>300.0</td>
<td>3.37</td>
<td>3.45</td>
<td>3.94</td>
<td>4.01</td>
<td>4.04</td>
</tr>
<tr>
<td>100.0</td>
<td>700.2</td>
<td>17.3</td>
<td>18.2</td>
<td>20.7</td>
<td>20.9</td>
<td>21.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( T ) (°C)</th>
<th>( T_e ) (°C)</th>
<th>( \xi \text{.063} )</th>
<th>( \xi \text{.125} )</th>
<th>( \xi \text{.25} )</th>
<th>( \xi \text{.375} )</th>
<th>( \xi \text{.438} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.0</td>
<td>50.0</td>
<td>1.79</td>
<td>1.93</td>
<td>2.41</td>
<td>2.53</td>
<td>2.62</td>
</tr>
<tr>
<td>75.0</td>
<td>250.0</td>
<td>4.83</td>
<td>5.28</td>
<td>6.46</td>
<td>6.80</td>
<td>6.85</td>
</tr>
<tr>
<td>100.0</td>
<td>700.4</td>
<td>32.2</td>
<td>35.4</td>
<td>43.4</td>
<td>43.9</td>
<td>44.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( T ) (°C)</th>
<th>( T_e ) (°C)</th>
<th>( \xi \text{.063} )</th>
<th>( \xi \text{.125} )</th>
<th>( \xi \text{.25} )</th>
<th>( \xi \text{.375} )</th>
<th>( \xi \text{.438} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.0</td>
<td>50.0</td>
<td>1.57</td>
<td>1.72</td>
<td>2.22</td>
<td>2.49</td>
<td>2.93</td>
</tr>
<tr>
<td>75.0</td>
<td>200.1</td>
<td>7.40</td>
<td>8.76</td>
<td>10.7</td>
<td>10.8</td>
<td>11.1</td>
</tr>
<tr>
<td>100.0</td>
<td>586.9</td>
<td>17.0</td>
<td>18.1</td>
<td>24.1</td>
<td>25.2</td>
<td>25.4</td>
</tr>
</tbody>
</table>
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### TABLE D-4
Experimental Local Irradiation Data for Rough Gold; \( d_0 = 4d_1 = 0 \)

<table>
<thead>
<tr>
<th>( T_e ) (°F)</th>
<th>( T_i ) (°F)</th>
<th>(( \pm 0.005 ))</th>
<th>(( \pm 0.125 ))</th>
<th>(( \pm 0.250 ))</th>
<th>(( \pm 0.375 ))</th>
<th>(( \pm 0.438 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.0</td>
<td>50.0</td>
<td>0.949</td>
<td>0.976</td>
<td>1.05</td>
<td>1.14</td>
<td>1.14</td>
</tr>
<tr>
<td>75.0</td>
<td>299.0</td>
<td>6.34</td>
<td>4.64</td>
<td>5.01</td>
<td>5.57</td>
<td>5.36</td>
</tr>
<tr>
<td>100.0</td>
<td>400.0</td>
<td>10.00</td>
<td>21.5</td>
<td>23.9</td>
<td>25.5</td>
<td>25.7</td>
</tr>
</tbody>
</table>

a) \( \gamma = 0.337 \)

| 50.0         | 50.0         | 2.51           | 2.43           | 3.00           | 3.19           | 2.21           |
| 75.0         | 259.7        | 6.89           | 7.43           | 8.07           | 9.45           | 9.46           |
| 100.0        | 400.7        | 11.00          | 47.4           | 57.6           | 60.8           | 61.4           |

b) \( \gamma = 0.125 \)

| 50.0         | 50.0         | 5.95           | 7.21           | 9.53           | 10.0           | 10.5           |
| 75.0         | 204.2        | 12.7           | 15.1           | 19.9           | 22.7           | 22.1           |
| 100.0        | 607.0        | 20.3           | 60.8           | 100.0          | 112.4          | 123.0          |

### TABLE D-5
Experimental Local Irradiation Data for Smooth Gold; \( d_0 = 4d_1 = 0 \)

<table>
<thead>
<tr>
<th>( T_e ) (°F)</th>
<th>( T_i ) (°F)</th>
<th>(( \pm 0.005 ))</th>
<th>(( \pm 0.125 ))</th>
<th>(( \pm 0.250 ))</th>
<th>(( \pm 0.375 ))</th>
<th>(( \pm 0.438 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.0</td>
<td>50.0</td>
<td>9.948</td>
<td>0.991</td>
<td>1.06</td>
<td>1.09</td>
<td>1.13</td>
</tr>
<tr>
<td>75.0</td>
<td>299.2</td>
<td>3.14</td>
<td>3.50</td>
<td>3.99</td>
<td>4.05</td>
<td>4.13</td>
</tr>
<tr>
<td>100.0</td>
<td>400.4</td>
<td>16.1</td>
<td>16.4</td>
<td>18.1</td>
<td>18.6</td>
<td>18.8</td>
</tr>
</tbody>
</table>

a) \( \gamma = 0.337 \)

| 50.0         | 50.0         | 3.11           | 2.40           | 3.61           | 3.01           | 1.06           |
| 75.0         | 204.2        | 10.0           | 15.1           | 41.9           | 44.4           | 44.5           |
| 100.0        | 607.0        | 20.3           | 60.8           | 100.0          | 112.4          | 123.0          |

b) \( \gamma = 0.125 \)

| 50.0         | 50.0         | 5.26           | 6.76           | 8.10           | 9.64           | 9.27           |
| 75.0         | 299.8        | 16.1           | 20.7           | 21.9           | 22.5           | 22.5           |
| 100.0        | 401.5        | 24.5           | 95.5           | 146.6          | 179.0          | 123.0          |
## Table D-6
Experimental Local Irradiation Data for Nlode White Paint, $\theta=0, \gamma=0$

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$T_e$ (°F)</th>
<th>$T_m$ (°F)</th>
<th>$\xi=0.063$</th>
<th>$\xi=0.125$</th>
<th>$\xi=0.25$</th>
<th>$\xi=0.375$</th>
<th>$\xi=0.438$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>50.0</td>
<td>50.0</td>
<td>0.093</td>
<td>0.523</td>
<td>0.568</td>
<td>0.559</td>
<td>0.604</td>
</tr>
<tr>
<td></td>
<td>100.0</td>
<td>309.4</td>
<td>1.63</td>
<td>1.67</td>
<td>1.92</td>
<td>2.04</td>
<td>2.06</td>
</tr>
<tr>
<td>0.125</td>
<td>50.0</td>
<td>50.0</td>
<td>0.093</td>
<td>0.109</td>
<td>1.12</td>
<td>1.13</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>100.0</td>
<td>295.8</td>
<td>2.76</td>
<td>3.13</td>
<td>3.32</td>
<td>3.39</td>
<td>3.58</td>
</tr>
</tbody>
</table>

## Table D-7
Experimental Local Irradiation for Perpendicular Plates, $\theta=90^\circ$, $\gamma \approx 0.25$, $\theta_2=0$

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$T_e$ (°F)</th>
<th>$T_m$ (°F)</th>
<th>$\xi=0.125$</th>
<th>$\xi=0.375$</th>
<th>$\xi=0.50$</th>
<th>$\xi=0.75$</th>
<th>$\xi=0.938$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Sandblasted Stainless Steel</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50.0</td>
<td>50.0</td>
<td>0.319</td>
<td>0.237</td>
<td>0.268</td>
<td>0.279</td>
<td>0.185</td>
<td></td>
</tr>
<tr>
<td>74.5</td>
<td>343.9</td>
<td>2.00</td>
<td>1.34</td>
<td>1.65</td>
<td>1.40</td>
<td>1.08</td>
<td></td>
</tr>
<tr>
<td>99.9</td>
<td>703.4</td>
<td>7.56</td>
<td>6.56</td>
<td>6.28</td>
<td>5.00</td>
<td>3.88</td>
<td></td>
</tr>
<tr>
<td>b) Polished Stainless Steel</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50.0</td>
<td>50.0</td>
<td>0.322</td>
<td>0.234</td>
<td>0.237</td>
<td>0.198</td>
<td>0.184</td>
<td></td>
</tr>
<tr>
<td>75.0</td>
<td>368.9</td>
<td>2.35</td>
<td>2.02</td>
<td>1.85</td>
<td>1.39</td>
<td>1.56</td>
<td></td>
</tr>
<tr>
<td>100.0</td>
<td>878.2</td>
<td>17.4</td>
<td>13.7</td>
<td>13.4</td>
<td>11.3</td>
<td>10.4</td>
<td></td>
</tr>
<tr>
<td>c) Rough Gold</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50.0</td>
<td>50.0</td>
<td>0.362</td>
<td>0.331</td>
<td>0.288</td>
<td>0.241</td>
<td>0.277</td>
<td></td>
</tr>
<tr>
<td>75.0</td>
<td>352.1</td>
<td>3.04</td>
<td>2.69</td>
<td>2.24</td>
<td>2.00</td>
<td>1.37</td>
<td></td>
</tr>
<tr>
<td>99.8</td>
<td>665.0</td>
<td>17.3</td>
<td>15.5</td>
<td>14.0</td>
<td>12.2</td>
<td>12.6</td>
<td></td>
</tr>
<tr>
<td>d) Smooth Gold</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50.0</td>
<td>50.0</td>
<td>0.326</td>
<td>0.296</td>
<td>0.28</td>
<td>0.224</td>
<td>0.202</td>
<td></td>
</tr>
<tr>
<td>75.0</td>
<td>352.7</td>
<td>1.92</td>
<td>1.70</td>
<td>1.57</td>
<td>1.31</td>
<td>1.14</td>
<td></td>
</tr>
<tr>
<td>99.8</td>
<td>742.3</td>
<td>8.23</td>
<td>7.42</td>
<td>6.82</td>
<td>5.68</td>
<td>5.07</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>l</th>
<th>1/M</th>
<th>CP</th>
<th>DP</th>
<th>R/P($)/(1+a/7/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1/21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.1219</td>
<td>.0339</td>
<td>.0319</td>
<td>.0319</td>
</tr>
<tr>
<td>.5</td>
<td>.250</td>
<td>.254</td>
<td>.252</td>
<td>.226</td>
</tr>
<tr>
<td>.25</td>
<td>.459</td>
<td>.459</td>
<td>.458</td>
<td>.459</td>
</tr>
<tr>
<td>0.4</td>
<td>.05</td>
<td>.781</td>
<td>.790</td>
<td>.781</td>
</tr>
<tr>
<td>.25</td>
<td>.844</td>
<td>.850</td>
<td>.839</td>
<td>.849</td>
</tr>
<tr>
<td>.005</td>
<td>.895</td>
<td>.895</td>
<td>.893</td>
<td>.893</td>
</tr>
<tr>
<td>2.0</td>
<td>.0191</td>
<td>.0271</td>
<td>.0191</td>
<td>.0166</td>
</tr>
<tr>
<td>.5</td>
<td>.186</td>
<td>.190</td>
<td>.180</td>
<td>.186</td>
</tr>
<tr>
<td>.25</td>
<td>.272</td>
<td>.278</td>
<td>.269</td>
<td>.278</td>
</tr>
<tr>
<td>.05</td>
<td>.353</td>
<td>.369</td>
<td>.364</td>
<td>.364</td>
</tr>
<tr>
<td>.025</td>
<td>.593</td>
<td>.611</td>
<td>.599</td>
<td>.599</td>
</tr>
<tr>
<td>.005</td>
<td>.651</td>
<td>.659</td>
<td>.657</td>
<td>.657</td>
</tr>
<tr>
<td>2.0</td>
<td>.00262</td>
<td>.00267</td>
<td>.00267</td>
<td>.00267</td>
</tr>
<tr>
<td>.5</td>
<td>.031</td>
<td>.037</td>
<td>.037</td>
<td>.037</td>
</tr>
<tr>
<td>.25</td>
<td>.064</td>
<td>.069</td>
<td>.069</td>
<td>.069</td>
</tr>
<tr>
<td>.05</td>
<td>.22</td>
<td>.230</td>
<td>.230</td>
<td>.230</td>
</tr>
<tr>
<td>.025</td>
<td>.31</td>
<td>.326</td>
<td>.326</td>
<td>.326</td>
</tr>
<tr>
<td>.005</td>
<td>.461</td>
<td>.469</td>
<td>.463</td>
<td>.463</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>b 1 P1</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
</tr>
<tr>
<td>.5</td>
</tr>
<tr>
<td>.25</td>
</tr>
<tr>
<td>.05</td>
</tr>
<tr>
<td>.025</td>
</tr>
<tr>
<td>.005</td>
</tr>
<tr>
<td>2.0</td>
</tr>
<tr>
<td>.5</td>
</tr>
<tr>
<td>.25</td>
</tr>
<tr>
<td>.05</td>
</tr>
<tr>
<td>.025</td>
</tr>
<tr>
<td>.005</td>
</tr>
<tr>
<td>2.0</td>
</tr>
<tr>
<td>.5</td>
</tr>
<tr>
<td>.25</td>
</tr>
<tr>
<td>.05</td>
</tr>
<tr>
<td>.025</td>
</tr>
</tbody>
</table>

108

Approved for Public Release
<table>
<thead>
<tr>
<th>x</th>
<th>H/W</th>
<th>CP</th>
<th>DP</th>
<th>BF(x/A)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>D*</td>
<td>D</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>.213</td>
<td>.218</td>
<td>.219</td>
</tr>
<tr>
<td></td>
<td>.5</td>
<td>.558</td>
<td>.551</td>
<td>.556</td>
</tr>
<tr>
<td></td>
<td>.25</td>
<td>.707</td>
<td>.707</td>
<td>.706</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>.864</td>
<td>.867</td>
<td>.867</td>
</tr>
<tr>
<td></td>
<td>.05</td>
<td>.864</td>
<td>.889</td>
<td>.857</td>
</tr>
<tr>
<td></td>
<td>.005</td>
<td>.904</td>
<td>.905</td>
<td>.905</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>.120</td>
<td>.119</td>
<td>.135</td>
</tr>
<tr>
<td></td>
<td>.5</td>
<td>.392</td>
<td>.324</td>
<td>.354</td>
</tr>
<tr>
<td></td>
<td>.25</td>
<td>.461</td>
<td>.460</td>
<td>.461</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>.615</td>
<td>.628</td>
<td>.621</td>
</tr>
<tr>
<td></td>
<td>.05</td>
<td>.640</td>
<td>.650</td>
<td>.646</td>
</tr>
<tr>
<td></td>
<td>.005</td>
<td>.661</td>
<td>.645</td>
<td>.656</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>.0247</td>
<td>.025</td>
<td>.04</td>
</tr>
<tr>
<td></td>
<td>.5</td>
<td>.089</td>
<td>.0918</td>
<td>.122</td>
</tr>
<tr>
<td></td>
<td>.25</td>
<td>.154</td>
<td>.166</td>
<td>.192</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>.356</td>
<td>.403</td>
<td>.371</td>
</tr>
<tr>
<td></td>
<td>.05</td>
<td>.425</td>
<td>.462</td>
<td>.424</td>
</tr>
<tr>
<td></td>
<td>.005</td>
<td>.502</td>
<td>.515</td>
<td>.499</td>
</tr>
<tr>
<td>b) g_j1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>.00501</td>
<td>.06493</td>
<td>.011</td>
</tr>
<tr>
<td></td>
<td>.5</td>
<td>.0345</td>
<td>.0537</td>
<td>.013</td>
</tr>
<tr>
<td></td>
<td>.25</td>
<td>.0552</td>
<td>.0513</td>
<td>.015</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>.0882</td>
<td>.0796</td>
<td>.0824</td>
</tr>
<tr>
<td></td>
<td>.05</td>
<td>.0864</td>
<td>.0865</td>
<td>.0865</td>
</tr>
<tr>
<td></td>
<td>.005</td>
<td>.090</td>
<td>.089</td>
<td>.0697</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>.0141</td>
<td>.0137</td>
<td>.0255</td>
</tr>
<tr>
<td></td>
<td>.5</td>
<td>.105</td>
<td>.110</td>
<td>.112</td>
</tr>
<tr>
<td></td>
<td>.25</td>
<td>.190</td>
<td>.184</td>
<td>.189</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>.292</td>
<td>.286</td>
<td>.287</td>
</tr>
<tr>
<td></td>
<td>.05</td>
<td>.312</td>
<td>.308</td>
<td>.308</td>
</tr>
<tr>
<td></td>
<td>.005</td>
<td>.339</td>
<td>.335</td>
<td>.326</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>.00523</td>
<td>.00523</td>
<td>.0227</td>
</tr>
<tr>
<td></td>
<td>.5</td>
<td>.0498</td>
<td>.0496</td>
<td>.0358</td>
</tr>
<tr>
<td></td>
<td>.25</td>
<td>.108</td>
<td>.117</td>
<td>.146</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>.305</td>
<td>.346</td>
<td>.308</td>
</tr>
<tr>
<td></td>
<td>.05</td>
<td>.337</td>
<td>.412</td>
<td>.360</td>
</tr>
<tr>
<td></td>
<td>.005</td>
<td>.450</td>
<td>.458</td>
<td>.454</td>
</tr>
</tbody>
</table>
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### TABLE E-3
Overall Absorption Factors for Configuration 2:
Surfaces 1 and 2 are Diffuse and Surface 3
is Adiabatic and Perfectly Reflecting with
$N/W = 1.0$ and $L/N = 1.0$

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$Z/W$</th>
<th>$\psi_{12}$</th>
<th>$\psi_{11}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CP</td>
<td>BP($\varepsilon_0/\lambda = a/\lambda$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D</td>
<td>S</td>
</tr>
<tr>
<td>1.0</td>
<td>0.5</td>
<td>.0239</td>
<td>.050</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>.0122</td>
<td>.0251</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>.00248</td>
<td>.00528</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>.0058</td>
<td>.0201</td>
</tr>
<tr>
<td>0.5</td>
<td>1.0</td>
<td>.0030</td>
<td>.0103</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0</td>
<td>.000458</td>
<td>.00213</td>
</tr>
</tbody>
</table>

a) $\psi_{12}$

b) $\psi_{11}$
### TABLE E-4

Overall Absorption Factors for Configuration 2; Surfaces 1 and 2 are Diffuse and Surface 3 is Adiabatic and Perfectly Reflecting with $H/W = 1.0$ and $L/W = 5000.0$

#### a) $g_{12}^o$

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$2/W$</th>
<th>CP</th>
<th>$BP(\sigma_c/\lambda a_c/\lambda)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$D$</td>
<td>$S$</td>
</tr>
<tr>
<td>1.0</td>
<td>0.5</td>
<td>.111</td>
<td>.180</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>.0632</td>
<td>.102</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>.0143</td>
<td>.0236</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>.0363</td>
<td>.0907</td>
</tr>
<tr>
<td>0.5</td>
<td>1.0</td>
<td>.0195</td>
<td>.0457</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0</td>
<td>.00406</td>
<td>.00918</td>
</tr>
</tbody>
</table>

#### b) $g_{11}^o$

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$2/W$</th>
<th>CP</th>
<th>$BP(\sigma_c/\lambda a_c/\lambda)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.5</td>
<td>.124</td>
<td>.118</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>.0704</td>
<td>.0731</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>.0158</td>
<td>.0179</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>.0476</td>
<td>.00</td>
</tr>
<tr>
<td>0.5</td>
<td>1.0</td>
<td>.0247</td>
<td>.00225</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0</td>
<td>.00513</td>
<td>.000812</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>ϵ</th>
<th>D*</th>
<th>S</th>
<th>D</th>
<th>S</th>
<th>2/3;10</th>
<th>1/6;5/2</th>
<th>1/30;1/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>.703</td>
<td>.716</td>
<td>.737</td>
<td>.733</td>
<td>.746</td>
<td>.744</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>.436</td>
<td>.442</td>
<td>.443</td>
<td>.459</td>
<td>.445</td>
<td>.448</td>
<td>.450</td>
</tr>
<tr>
<td>0.9</td>
<td>.335</td>
<td>.333</td>
<td>.340</td>
<td>.345</td>
<td>.344</td>
<td>.346</td>
<td>.340</td>
</tr>
<tr>
<td>90</td>
<td>.180</td>
<td>.180</td>
<td>.179</td>
<td>.169</td>
<td>.172</td>
<td>.172</td>
<td>.168</td>
</tr>
<tr>
<td>135</td>
<td>.043</td>
<td>.049</td>
<td>.052</td>
<td>.0284</td>
<td>.019</td>
<td>.0278</td>
<td>.0294</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ϵ</th>
<th>D*</th>
<th>S</th>
<th>D</th>
<th>S</th>
<th>2/3;10</th>
<th>1/6;5/2</th>
<th>1/30;1/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>.457</td>
<td>.477</td>
<td>.461</td>
<td>.43</td>
<td>.441</td>
<td>.454</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>.280</td>
<td>.253</td>
<td>.268</td>
<td>.247</td>
<td>.242</td>
<td>.242</td>
<td>.242</td>
</tr>
<tr>
<td>0.5</td>
<td>.192</td>
<td>.185</td>
<td>.203</td>
<td>.184</td>
<td>.192</td>
<td>.190</td>
<td>.184</td>
</tr>
<tr>
<td>90</td>
<td>.101</td>
<td>.1001</td>
<td>.1005</td>
<td>.0999</td>
<td>.0994</td>
<td>.0994</td>
<td>.0979</td>
</tr>
<tr>
<td>135</td>
<td>.0245</td>
<td>.0248</td>
<td>.0238</td>
<td>.0245</td>
<td>.0276</td>
<td>.0264</td>
<td>.0252</td>
</tr>
</tbody>
</table>

| b) g11
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>.0933</td>
<td>.0603</td>
<td>.0567</td>
<td>.0277</td>
<td>.0362</td>
<td>.036</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>.0214</td>
<td>.0170</td>
<td>.0251</td>
<td>.00913</td>
<td>.017</td>
<td>.0136</td>
<td>.00887</td>
</tr>
<tr>
<td>0.9</td>
<td>.0124</td>
<td>.0071</td>
<td>.0153</td>
<td>.00329</td>
<td>.0127</td>
<td>.0087</td>
<td>.00356</td>
</tr>
<tr>
<td>90</td>
<td>.0036</td>
<td>.00</td>
<td>.00493</td>
<td>.00</td>
<td>.00634</td>
<td>.0034</td>
<td>.000446</td>
</tr>
<tr>
<td>135</td>
<td>.00036</td>
<td>.00</td>
<td>.000233</td>
<td>.00</td>
<td>.000187</td>
<td>.000513</td>
<td>.000011</td>
</tr>
</tbody>
</table>

| b) g11
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>.1790</td>
<td>.20</td>
<td>.183</td>
<td>.166</td>
<td>.165</td>
<td>.177</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>.0600</td>
<td>.0453</td>
<td>.0765</td>
<td>.0525</td>
<td>.0709</td>
<td>.0646</td>
<td>.0503</td>
</tr>
<tr>
<td>0.5</td>
<td>.01351</td>
<td>.0216</td>
<td>.0483</td>
<td>.0243</td>
<td>.0498</td>
<td>.042</td>
<td>.0233</td>
</tr>
<tr>
<td>90</td>
<td>.0101</td>
<td>.00</td>
<td>.0136</td>
<td>.00</td>
<td>.018</td>
<td>.0151</td>
<td>.01013</td>
</tr>
<tr>
<td>135</td>
<td>.00102</td>
<td>.00</td>
<td>.000867</td>
<td>.00</td>
<td>.00408</td>
<td>.00185</td>
<td>.000128</td>
</tr>
</tbody>
</table>

<p>| 15  | .0973| .162| .0973| .064| .072   | .102     |
| 45  | .025| .0181| .0309| .0194| .0258 | .0236    | .0197    |
| 0.1 | .014| .0071| .0202| .0119| .0188 | .0167    | .0115    |
| 90  | .0037| .00  | .0054| .00  | .00609 | .00674   | .000725  |
| 135 | .00036| .00  | .00062| .00  | .000246| .000161  | .000066  |</p>
<table>
<thead>
<tr>
<th>c</th>
<th>D*</th>
<th>CF</th>
<th>DP</th>
<th>BP(σ₂/1,μ₂,σ₁/λ)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D*</td>
<td>S</td>
<td>B</td>
<td>S</td>
</tr>
<tr>
<td>15</td>
<td>0.788</td>
<td>0.783</td>
<td>0.784</td>
<td>0.807</td>
</tr>
<tr>
<td>45</td>
<td>0.518</td>
<td>0.554</td>
<td>0.560</td>
<td>0.568</td>
</tr>
<tr>
<td>0.9</td>
<td>0.451</td>
<td>0.451</td>
<td>0.453</td>
<td>0.452</td>
</tr>
<tr>
<td>90</td>
<td>0.284</td>
<td>0.265</td>
<td>0.261</td>
<td>0.248</td>
</tr>
<tr>
<td>135</td>
<td>0.0685</td>
<td>0.0696</td>
<td>0.0705</td>
<td>0.0433</td>
</tr>
<tr>
<td>0.5</td>
<td>0.536</td>
<td>0.528</td>
<td>0.549</td>
<td>0.526</td>
</tr>
<tr>
<td>60</td>
<td>0.312</td>
<td>0.322</td>
<td>0.353</td>
<td>0.318</td>
</tr>
<tr>
<td>0.1</td>
<td>0.267</td>
<td>0.249</td>
<td>0.270</td>
<td>0.256</td>
</tr>
<tr>
<td>90</td>
<td>0.140</td>
<td>0.147</td>
<td>0.152</td>
<td>0.148</td>
</tr>
<tr>
<td>135</td>
<td>0.1391</td>
<td>0.0394</td>
<td>0.0395</td>
<td>0.0393</td>
</tr>
<tr>
<td>0.1</td>
<td>0.224</td>
<td>0.178</td>
<td>0.272</td>
<td>0.188</td>
</tr>
<tr>
<td>45</td>
<td>0.0893</td>
<td>0.0663</td>
<td>0.101</td>
<td>0.074</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0627</td>
<td>0.0498</td>
<td>0.066</td>
<td>0.0503</td>
</tr>
<tr>
<td>60</td>
<td>0.0315</td>
<td>0.0294</td>
<td>0.0318</td>
<td>0.0342</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0077</td>
<td>0.0075</td>
<td>0.0080</td>
<td>0.0173</td>
</tr>
</tbody>
</table>

b) \( \delta_{11} \)

<table>
<thead>
<tr>
<th>c</th>
<th>D*</th>
<th>CF</th>
<th>DP</th>
<th>BP(σ₂/1,μ₂,σ₁/λ)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D*</td>
<td>S</td>
<td>B</td>
<td>S</td>
</tr>
<tr>
<td>15</td>
<td>0.0686</td>
<td>0.0668</td>
<td>0.0695</td>
<td>0.0466</td>
</tr>
<tr>
<td>45</td>
<td>0.0344</td>
<td>0.0277</td>
<td>0.0163</td>
<td>0.0147</td>
</tr>
<tr>
<td>0.9</td>
<td>0.0826</td>
<td>0.0114</td>
<td>0.0240</td>
<td>0.00533</td>
</tr>
<tr>
<td>90</td>
<td>0.00773</td>
<td>0.0006</td>
<td>0.0004</td>
<td>0.0022</td>
</tr>
<tr>
<td>135</td>
<td>0.000522</td>
<td>0.000035</td>
<td>0.00005</td>
<td>0.0000864</td>
</tr>
<tr>
<td>0.5</td>
<td>0.233</td>
<td>0.221</td>
<td>0.247</td>
<td>0.223</td>
</tr>
<tr>
<td>60</td>
<td>0.0667</td>
<td>0.0336</td>
<td>0.0734</td>
<td>0.0371</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0219</td>
<td>0.00</td>
<td>0.025</td>
<td>0.00</td>
</tr>
<tr>
<td>135</td>
<td>0.00145</td>
<td>0.00</td>
<td>0.0020</td>
<td>0.00</td>
</tr>
<tr>
<td>0.1</td>
<td>0.176</td>
<td>0.126</td>
<td>0.223</td>
<td>0.137</td>
</tr>
<tr>
<td>45</td>
<td>0.0496</td>
<td>0.0270</td>
<td>0.029</td>
<td>0.0314</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0820</td>
<td>0.0101</td>
<td>0.017</td>
<td>0.0203</td>
</tr>
<tr>
<td>90</td>
<td>0.0083</td>
<td>0.00</td>
<td>0.0102</td>
<td>0.00</td>
</tr>
<tr>
<td>135</td>
<td>0.000524</td>
<td>0.00</td>
<td>0.00055</td>
<td>0.00</td>
</tr>
</tbody>
</table>
## TABLE E-7

Overall Absorption Factors for Configuration 4:

Surface 3 is Adiabatic, Diffuse and Perfect Reflector.
Identical Surfaces 1 and 2, $\epsilon_1 = \epsilon_2 = \epsilon$, $L/W = 5000.0$

### a) $g_{12}$

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$H/W$</th>
<th>CP</th>
<th>DP</th>
<th>BP($\sigma_4/\lambda_4\sigma_5/\lambda_5$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>S</td>
<td>2/3:10</td>
</tr>
<tr>
<td>0.9</td>
<td>4.0</td>
<td>.1302</td>
<td>.126</td>
<td>.136</td>
</tr>
<tr>
<td>0.9</td>
<td>1.0</td>
<td>.451</td>
<td>.448</td>
<td>.470</td>
</tr>
<tr>
<td></td>
<td>.25</td>
<td>.760</td>
<td>.752</td>
<td>.765</td>
</tr>
<tr>
<td>0.5</td>
<td>4.0</td>
<td>.0795</td>
<td>.0767</td>
<td>.0734</td>
</tr>
<tr>
<td>0.5</td>
<td>1.0</td>
<td>.286</td>
<td>.28</td>
<td>.272</td>
</tr>
<tr>
<td></td>
<td>.25</td>
<td>.535</td>
<td>.503</td>
<td>.502</td>
</tr>
<tr>
<td>0.1</td>
<td>4.0</td>
<td>.0321</td>
<td>.0221</td>
<td>.0177</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0</td>
<td>.123</td>
<td>.0859</td>
<td>.070</td>
</tr>
<tr>
<td></td>
<td>.25</td>
<td>.255</td>
<td>.202</td>
<td>.179</td>
</tr>
</tbody>
</table>

### b) $g_{11}$

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$H/W$</th>
<th>CP</th>
<th>DP</th>
<th>BP($\sigma_4/\lambda_4\sigma_5/\lambda_5$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>4.0</td>
<td>.0985</td>
<td>.096</td>
<td>.0986</td>
</tr>
<tr>
<td>0.9</td>
<td>1.0</td>
<td>.105</td>
<td>.113</td>
<td>.0934</td>
</tr>
<tr>
<td></td>
<td>.25</td>
<td>.106</td>
<td>.103</td>
<td>.0974</td>
</tr>
<tr>
<td>0.5</td>
<td>4.0</td>
<td>.0621</td>
<td>.0608</td>
<td>.0657</td>
</tr>
<tr>
<td>0.5</td>
<td>1.0</td>
<td>.123</td>
<td>.127</td>
<td>.124</td>
</tr>
<tr>
<td></td>
<td>.25</td>
<td>.257</td>
<td>.224</td>
<td>.227</td>
</tr>
<tr>
<td>0.1</td>
<td>4.0</td>
<td>.0143</td>
<td>.0217</td>
<td>.0225</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0</td>
<td>.0474</td>
<td>.0597</td>
<td>.0518</td>
</tr>
<tr>
<td></td>
<td>.25</td>
<td>.209</td>
<td>.157</td>
<td>.136</td>
</tr>
</tbody>
</table>
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The work reported herein covers the effort to improve the accuracy and to provide some confidence in the analytical methods for predicting radiant heat exchange among surfaces having nonelementary emission and reflection characteristics. The study consisted of an examination of the validity of commonly used simplified methods of radiant heat transfer analysis, measurements of local irradiation at a surface and Monte Carlo calculations to estimate what level of detail is important in the description of the radiation characteristics of surfaces.
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The local irradiation measurements were made for sandblasted stainless steel, electropolished stainless steel, rough electroplated gold, smooth electroplated gold, and PV 100 white paint over the temperature range from 50°F to 850°F. The predictions of the local incident flux using the diffuse, specular, and diffuse-specular models have been compared with experimental results.

The Monte Carlo results showed that under some conditions the choice of the model for radiation surface characteristics can be very critical for both the local heat transfer and overall radiant interchange calculations.
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