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ABSTRACT

An analog computer does not realize exactly the equations whose solution is desired. Rather it realizes a different system whose solutions are to be used as approximations to the solutions of the first system. Since, in general, the new system will be of higher order (the \( \lambda \) error effect), novel methods are developed to justify the assumptions made concerning the solutions of the two systems and to give a theoretical basis for stability analysis of machine setup. The basic theory also includes the "linearization" process and the treatment of inaccuracies and perturbations (\( \beta \) and \( \alpha \) errors).
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1. PRELIMINARY DISCUSSION

1.1 Purpose and Literature

The purpose of this paper is to present a mathematical basis for a general error analysis of the solution of systems of ordinary differential equations by machine methods. Specifically, we shall concern ourselves with the effect of errors on the machine solutions. We show that the study of these effects for general non-linear systems can be referred to the solution of linear systems of ordinary differential equations; but we do this without "linearizing" or simplifying the given system.

Since we permit perturbations in the solution as given by the machine, our discussion is applicable to both continuous computers and digital machines using step by step methods. However, stability discussions for such a digital process are most conveniently given in terms of difference equations rather than differential equations and are not given here.

There is an extensive literature on digital solutions dealing with truncation and rounding errors: Brock and Murray (1), Chadaja (8), Duncan (11), (12), (13), Forsythe (14), Fricke (15), Gill (17), Huskey (19), Kirby (20), Loud (27), Miller (30), Murray (31), Papoulis (33), Rademacher (34), Todd (37), Turton (39). But an intensive analysis of this work is not appropriate here. One of our major objectives is to avoid the "linearization" which appears in these; in this sense our results can be regarded as supplementing this work.

The effect of errors on solutions obtained by means of continuous computers has been studied in the case in which the given problem involves a system of linear equations with constant coefficients, notably by Raymond (35) and Macnee (28), (29).

Our discussion is based to a certain extent on well known theories for the dependence of systems of ordinary differential equations on parameters. However, it was necessary to extend this theory in order to properly consider those errors which affect the order of the system. Order variations in systems of equations have been considered from other points of view by Coddington and Levinson (9), Friedrichs and Wasow (16), Gradstein (18), and Levinson (26).

We have also listed in our bibliography certain papers in Russian of which we have considered only reviews: Bruevič (3), Bykovskiĭ (5), (6), (7), Tihonov (38), Vasil'eva (41), (42). These papers may contain material relevant to our present discussion.

Manuscript released by the author in May 1954 for publication as a WADC Technical Report.
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(18) Gradstein, I. S., "Linear equations with variable coefficients and small parameters in the highest derivatives", Mat. Sbornik, N. S. XXVII (1950), 47-68.
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1.2 Objectives

A mathematical theory of errors should provide a framework within which errors can be studied and their effects evaluated. The study of errors of individual components should be oriented to such a framework so that one can estimate their effects on the solution. Error studies for components are highly desirable, but their value depends upon a knowledge of how the solution will be affected by them.

The effect of component or other individual errors on the solution depends on the problem considered. One can readily verify that certain problems are much more sensitive to errors than others. Consequently, it is very desirable to understand and specify this sensitivity. This can only be done by methods having the generality of the present paper. Few conclusions can be drawn from specific examples, even when a reference solution of undoubted correctness is available.

Another and very important reason for such an error study is that it gives an insight into the mathematical or theoretical structure of the system of differential equations considered. One should appreciate the great technical advance represented by the differential analyzer. Without machine computations one is practically limited to linear systems with constant coefficients. However, it is also true that the structure of the latter is well known. To obtain the equivalent information for the general problems handled on differential analyzers, one needs additional theoretical structure, part of which is indicated by this error analysis. Computation by itself cannot furnish this structure, and many problems involving errors of statistical nature are better considered by means of the theoretical structure given here than by mass computation.

1.3 The $a, \beta$ and $\lambda$ Errors

We suppose that the system to be solved is given to us in the form of a system of $n$ first order differential equations

$$F_i(\dot{x}_1, \ldots, \dot{x}_n, x_1, \ldots, x_n, t) = 0 \quad i = 1, \ldots, n. \quad (1.1)$$

The precise conditions on the $F_i$ will be stated in §2.1, but we may indicate the situation assumed as follows. Equations (1.1) are to be considered on a region
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R in n+1 dimensional space of the variables $x_1, \ldots, x_n, t$. We suppose that R can be divided into subregions on each of which we can solve for the $\dot{x}_i$ in terms of $x_1, \ldots, x_n$ and t:

$$\dot{x}_i = f_i(x_1, \ldots, x_n, t) \quad i = 1, \ldots, n$$  \hspace{1cm} (1.2)

where $f_i$ is analytic in $x_1, \ldots, x_n$ and continuous in $x_1, \ldots, x_n, t$ for the subregion. A rule is given for continuing a solution from one subregion to another when a boundary point is reached.

A system such as Eqs. (1.1) will be realized on the machine in the form

$$G_i = 0 \quad i = 1, \ldots, n$$  \hspace{1cm} (1.3)

where the $G_i$'s differ from the $F_i$'s due to our inability to realize the original system accurately on the machine.

The variations from $F_i$ to $G_i$ may affect the order of the system, i.e., they may introduce higher derivatives of the $x_j$. Errors of this type we call $\lambda$ errors. Variations which do not affect the order will be called $\alpha$ errors. For each type of error we introduce parameters, $\lambda$ and $\alpha_1, \ldots, \alpha_N$, (independent of time) respectively, into the system of Eq. (1.3) so that if all the parameters are zero, Eq. (1.3) becomes Eq. (1.1), while if they assume certain other non-zero values we obtain Eq. (1.3) as realized on the machine. In particular if there are no $\lambda$ errors Eq. (1.3) becomes

$$G_i(\dot{x}_1, \ldots, x_n, x_1, \ldots, x_n, t, \alpha_1, \ldots, \alpha_N) = 0 \quad i = 1, \ldots, n.$$  \hspace{1cm} (1.4)

Equations (1.1) and (1.3) are both special cases of Eq. (1.4) for certain values of the parameters.

We illustrate the introduction of these parameters by a simple example. Suppose we try to solve the system

$$\dot{x} = -x$$  \hspace{1cm} (1.5)

Because of backlash, we actually set up our machine to realize, say

$$\dot{x} = -x + .001(\text{sign } \dot{x}).$$  \hspace{1cm} (1.6)

We would write Eq. (1.6) as

$$\dot{x} = -x + \alpha \text{ sign } \dot{x}.$$  \hspace{1cm} (1.7)
In addition to $a$ and $\lambda$ errors the machine solution may be affected by
another type of error which we will term $\beta$ errors. $\beta$ errors arise in the course of
a machine computation as the result of instantaneous disturbances of the solution.
These are disturbances which appear in the solution but which do not appear in
the differential equations of motion, Eq. (1.3), for the machine. For example,
suppose we have a solution of the machine equations, but at a certain point in the
solution process the variable $x$ is arbitrarily disturbed and instantaneously
changed by an amount $\beta$. After the change, the machine continues on a solution
of the original system of equations, as it did before. But the effect of this instan-
taneous perturbation is to jar the machine from one solution to another. We may
also consider as $\beta$ errors the errors made in setting up the initial conditions of
a given solution. Furthermore, in general, when a machine passes from one
region of analyticity to another in the course of the solution, it will not follow out
precisely the rule given for this change. This discrepancy can be described in
terms of a $\beta$ error. Still another example is given by integrating amplifier out-
put noise. Such noise can be described in terms of a "shot" effect, that is, in
terms of disturbances of the above sort in the solution which occur in time ac-
cording to a certain probability distribution and whose magnitudes are governed
by another probability distribution.

1.4 The $a$, $\beta$ Error Theory

Our plan of attack on the general error theory involves first a discussion of
the case in which no $\lambda$ errors occur. The results obtained in this case are used
to show that the case in which $\lambda$ errors appear can be referred to a problem
involving linear systems with constant coefficients. The latter problem can be
solved. (Cf. Chapter 4, also Macnee [29]). In the remainder of this chapter, we
outline the above procedure with emphasis on formulae and discuss its signifi-
cance for sensitivity.

We begin by considering a situation in which we have only $a$ and $\beta$ errors,
i.e., no $\lambda$ errors. Suppose, then, that we have $N$ $a$ errors $a_1, \ldots, a_N$ and
$M$ $\beta$ errors, $\beta_1, \ldots, \beta_M$. In this case it is possible to apply a generaliza-
tion of the usual existence theorems for systems of ordinary differential equations
which depend on parameters. (Cf. Chapter 2.) As a consequence one can show
that the functions given by the machine

$$x_i = x_i(t, a_1, \ldots, a_N, \beta_1, \ldots, \beta_M)$$

(1.8)

depend analytically on the parameters $a_1, \ldots, a_N, \beta_1, \ldots, \beta_M$. (We suppose the
initial conditions are fixed. Any error in realizing them will be a $\beta$ error.)
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Equation (1.8) reduces to the correct solution when we set the \(a's\) and \(\beta's\) equal to zero, and corresponds to the inaccurate machine solution for certain values of these parameters. We can use the analytic dependence of our solution in this case to express the solutions \(x_j\) as power series in the \(a's\) and \(\beta's\).

\[
x_j = x_j(t, 0, \ldots, 0, 0, \ldots, 0) + \sum \frac{\partial x_j}{\partial a_k} a_k + \sum \frac{\partial x_j}{\partial \beta} \beta_1
\]

\[
+ \frac{1}{2!} \left[ \sum \frac{\partial^2 x_j}{\partial a_{k_1} \partial a_{k_2}} a_{k_1} a_{k_2} + \sum \frac{\partial^2 x_j}{\partial a_k \partial \beta_1} a_k \beta_1 \right] + \ldots
\]

\[
+ \left[ \sum \frac{\partial^2 x_j}{\partial \beta_1 \partial \beta_2} \beta_1 \beta_2 \right] + \ldots
\]

We must, of course, assume that the errors \(a\) and \(\beta\) are not so large that the series diverges. One might even advance the argument that if our error analysis requires that we go further than, say, the third degree terms in the above expansion, then the solution is so far off as to be of little value. However, theoretically, as long as the series converges we may use the above expression to obtain estimates for the effect of errors. Thus, we see that our error analysis can be reduced, in the case considered, to a study of the partial derivatives,

\[
\frac{\partial x_j}{\partial a}, \frac{\partial x_j}{\partial \beta}, \frac{\partial^2 x_j}{\partial a^2}, \frac{\partial^2 x_j}{\partial a \partial \beta}, \frac{\partial^2 x_j}{\partial \beta^2}, \text{ etc.}
\]

evaluated at \(a = 0, \beta = 0\).

Let \(\gamma\) stand for either an \(a\) or a \(\beta\) parameter. In view of the fact that \(x_1(t, \ldots, \gamma, \ldots), \ldots, x_n(t, \ldots, \gamma, \ldots)\) satisfies Eq. (1.4), we may substitute these functions in Eq. (1.4) and take partial derivatives of each of Eqs. (1.4) with respect to \(\gamma\) and obtain

\[
\sum \frac{\partial G_i}{\partial x_j} \frac{\partial x_j}{\partial \gamma} + \sum \frac{\partial G_i}{\partial x_j} \frac{\partial x_j}{\partial \gamma} + \frac{\partial G_i}{\partial \gamma} = 0,
\]

(if \(\gamma\) is a \(\beta\), then \(\partial G_i/\partial \gamma = 0\).)
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Now let
\[ y_j = \frac{\partial x_j}{\partial y} . \]  \hspace{1cm} (1.12)

Then
\[ \frac{\partial}{\partial y} \dot{x}_j = \frac{\partial^2}{\partial y \partial t} x_j = \frac{\partial}{\partial t} y_j = \ddot{y}_j, \]  \hspace{1cm} (1.13)

and we see then that the partials \( \frac{\partial x_j}{\partial y} = y_j \) satisfy the linear system of differential equations
\[ \Sigma \frac{\partial G_i}{\partial x_j} \dot{y}_j + \Sigma \frac{\partial G_i}{\partial x_j} y_j + \frac{\partial G_i}{\partial y} = 0. \]  \hspace{1cm} (1.14)

Setting \( a = \beta = 0 \) yields
\[ \Sigma \frac{\partial F_i}{\partial x_j} \dot{y}_j + \Sigma \frac{\partial F_i}{\partial x_j} y_j + \frac{\partial G_i}{\partial y} \bigg|_0 = 0. \]  \hspace{1cm} (1.15)

We can, therefore, find the \( y \)'s for either an \( a \) parameter or a \( \beta \) parameter if we know their initial conditions. Now, one can show that the following initial conditions are appropriate. Suppose our computation begins at the time \( t = 0 \), and \( \gamma \) is an \( a \). At this time the \( a \) errors have had no effect and the solution is still equal to its initial value. Consequently, \( y_j = 0 \) for all \( j = 1, \ldots, n \) at \( t = 0 \). On the other hand, for \( y = \beta \), \( y_i = 1 \) at \( t = t' \) if the perturbation \( \beta \) occurs in the variable \( x_i \) at \( t = t' \) and \( y_j = 0 \) for \( j \neq i \). There is a certain amount of compensation in these conditions since for \( \gamma = a \), the term \( \frac{\partial G_i}{\partial a} \) has to be considered in Eq. (1.15), but we have zero initial conditions while, on the other hand, \( \frac{\partial G_i}{\partial \beta} = 0 \) for a \( \beta \) error.

Let us return now to Eq. (1.14) and suppose we indicate by \( \gamma_1 \) the parameter previously considered. Let us now differentiate this with respect to another parameter \( \gamma_2 \). If we let \( z_j = \frac{\partial x_j}{\partial \gamma_1} \) and \( w_j \) indicate \( \frac{\partial^2 x_j}{\partial \gamma_1 \partial \gamma_2} \), we obtain
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\[ \sum_{j} \frac{\partial G_{i}}{\partial x_{j}} \dot{w}_{j} + \sum_{k} \frac{\partial G_{i}}{\partial x_{k}} w_{k} + \sum_{j_1, j_2} \frac{\partial^2 G_{i}}{\partial x_{j_1} \partial x_{j_2}} \dot{y}_{j_1} \dot{z}_{j_2} \]

\[ + \sum_{j_1, k_1} \frac{\partial^2 G_{i}}{\partial x_{j_1} \partial x_{k_1}} (\dot{y}_{j_1} z_{k_1} + \dot{z}_{j_1} y_{k_1}) + \sum_{k_1, k_2} \frac{\partial^2 G_{i}}{\partial x_{k_1} \partial x_{k_2}} y_{k_1} z_{k_2} \]

\[ + \sum_{1} \left[ \frac{\partial^2 G_{i}}{\partial y_{1} \partial x_{1}} \dot{z}_{1} + \frac{\partial^2 G_{i}}{\partial y_{1} \partial x_{1}} z_{1} \right] + \sum_{1} \left[ \frac{\partial^2 G_{i}}{\partial y_{2} \partial x_{1}} \dot{y}_{1} + \frac{\partial^2 G_{i}}{\partial y_{2} \partial x_{1}} y_{1} \right] \]

\[ + \frac{\partial^2 G_{i}}{\partial y_{1} \partial y_{2}} = 0. \quad (1.16) \]

Now it should be appreciated that before we calculate the second partials we will have found all first partials by solving the linear system of Eq. (1.15). Consequently, the \( y \)'s and \( z \)'s in this system are to be considered as known functions of \( t \), so we can abbreviate the expression in the form

\[ \sum_{j} \frac{\partial G_{i}}{\partial x_{j}} \dot{w}_{j} + \sum_{k} \frac{\partial G_{i}}{\partial x_{k}} w_{k} + T^{i}_{1, 2} = 0. \quad (1.17) \]

Here again, we set \( a = 0 \) and obtain

\[ \sum_{j} \frac{\partial F_{i}}{\partial x_{j}} \dot{w}_{j} + \sum_{k} \frac{\partial F_{i}}{\partial x_{k}} w_{k} + T^{i}_{1, 2} = 0. \quad (1.18) \]

This, of course, is a linear system on the \( w \)'s with precisely the same homogeneous part as Eqs. (1.15) on the \( y \)'s. By well known theorems on linear differential systems, we see that our problem of evaluating the second partial
derivatives reduces to one in which one has to find \( n \) linearly independent solutions of the system

\[
\sum_{j} \frac{\partial F_i}{\partial x_j} \dot{w}_j + \sum_{k} \frac{\partial F_i}{\partial x_k} w_k = 0 \tag{1.19}
\]

and then perform certain integrations.

1.5 Sensitivity

It is now apparent that if we were to try to evaluate the higher partial derivatives, we would come upon exactly this same linear homogeneous system of ordinary differential equations, Eq. (1.19). Consequently, the question of sensitivity to error of our solutions can be referred back to the study of this system of linear homogeneous differential equations. We will refer to Eqs. (1.19) as the sensitivity equations.

When one has obtained \( n \) linearly independent solutions of Eqs. (1.19), well known elementary procedures permit one to evaluate all the partial derivatives which appear in the expansion of Eq. (1.9). These procedures are referred to as the method of variation of parameters, and in general the partials can be expressed in terms of these \( n \) solutions explicitly by quadratures. Consequently, the growth and general characteristics of these \( n \) solutions indicate the sensitivity of the solution to various errors.

One can study the \( n \) linearly independent solutions of Eqs. (1.19) either by general theoretical methods or, in case one has a machine in which initial conditions can be entered accurately, by means of the machine itself. The latter process is based on the fact that a perturbation of the initial condition is a \( \beta \) error and the linear terms of the latter satisfy the homogeneous system of Eq. (1.19). For instance, suppose one has set up the given problem on the machine and has obtained a solution for a particular set of initial conditions. Now, take one of the dependent variables \( x_j \) and change its initial value, leaving the others unchanged. Suppose one can find the difference between this second solution and the first. In general, one is justified in regarding the set of \( n \) differences for the two solutions as yielding a solution of the variational Eqs. (1.19) and one can get \( n \) linearly independent solutions by successively applying the above process for each dependent variable \( x_1, \ldots, x_n \).
On the other hand it is highly desirable to supplement such purely computational procedures by theoretical investigations. For instance, it is possible even in the case the sensitivity equations do not have constant coefficients to specify the notion of stability and introduce a measure for the amount of damping present. (Cf. § 3.3.) In addition to such stability phenomena, another phenomenon is present in these sensitivity considerations which we will call resonance. "Resonance" for the constant coefficient case is discussed in § 5.4. However, even in the case of non-constant coefficients, the equivalent of resonance appears in the integrals obtained by the method of variation of parameters. We plan to discuss these questions in a future paper.

Thus, in the case in which there are no \( \lambda \) errors, we have succeeded in referring our problem to the solution of a system of linear differential equations without any unjustified linearization of the given problem.

1.6 The \( \lambda \) Errors

In Chapter 3, the discussion of the case in which no \( \lambda \) errors appear is carried further than indicated by the above discussion. Thus, when the \( \beta \) errors have a statistical character, one may express the linear and quadratic \( \beta \) terms in Eqs. (1.9) as chance variables and study their behavior as such. In regard to the \( \alpha \) errors, one should normally use as few \( \alpha \) parameters as is consistent with one's objectives. If the error is all of a determinate nature one might be wise to use only one \( \alpha \), as is done in § 3.5. On the other hand, independent chance \( \alpha \) errors require a plurality of parameters.

We now return to a discussion of the \( \lambda \) errors. For the moment we ignore \( \alpha \) and \( \beta \) errors. Furthermore, suppose here for simplicity that the order is raised at most one, and that a rise occurs in every equation. We then can write the disturbed system of equations in the form

\[
G_i(\lambda \dot{x}_1, \ldots, \lambda \ddot{x}_n, \dot{x}_1, \ldots, \dot{x}_n, x_1, \ldots, x_n, t) = 0. \tag{1.20}
\]

Equation (1.20) is now the equation of motion for the machine. A parameter \( \lambda \) is introduced as a multiplier of the second derivatives so that one can make them all vanish from the equations simultaneously. One thinks of \( \lambda \) as small, while the dependence on \( \lambda \dot{x}_j \) is to be of reasonable size. Let \( x'_1, \ldots, x'_n \) be the solution of Eq. (1.1) corresponding to the given initial conditions and let \( x_1, \ldots, x_n \)
be the machine solution which satisfies Eq. (1.20). Suppose we define $u_j$ by the equations

$$x_j = x_j' + u_j$$  \hspace{1cm} (1.21)

and substitute this into Eq. (1.20).

We then obtain

$$G_i(\lambda \ddot{x}_i' + \lambda \dot{u}_j, \ldots, \lambda \ddot{x}_n' + \lambda \dot{u}_n, \dot{x}_i' + \dot{u}_j, \ldots, \dot{x}_n' + \dot{u}_n, x_i' + u_j, \ldots, x_n' + u_n, t) = 0.$$  \hspace{1cm} (1.22)

We can expand this in powers of $\lambda \ddot{u}_j$, $\dot{u}_j$, and $u_j$, $j = 1, \ldots, n$,

$$G_i = G_i(\lambda \ddot{x}_i', \ldots, \lambda \ddot{x}_n', \dot{x}_i', \ldots, \dot{x}_n', x_i', \ldots, x_n', t)$$

$$+ \sum_j \frac{\partial G_i}{\partial (\lambda \ddot{x}_j')} \lambda \ddot{u}_j + \sum_j \frac{\partial G_i}{\partial \dot{x}_j} \dot{u}_j + \sum_j \frac{\partial G_i}{\partial x_j} u_j$$

$$+R_i$$  \hspace{1cm} (1.23)

where $R_i$, of course, depends on higher powers of $\lambda \ddot{u}_j$, $\dot{u}_j$, and $u_j$. The partial derivatives $\frac{\partial G_i}{\partial (\lambda \ddot{x}_j')}, \frac{\partial G_i}{\partial \dot{x}_j},$ and $\frac{\partial G_i}{\partial x_j}$ now depend only on the variable $t$ and the parameter $\lambda$ since the other variables $\ddot{x}_i'$, $\dot{x}_i'$, and $x_i'$ have been replaced by the functions $\ddot{x}_i'$, $\dot{x}_i'$, and $x_i'$ of $t$. These partials are supposed to be continuous in the variable $t$. Consequently, if we divide our region into small enough pieces we can suppose that on each piece these partials are constants. Thus, we write

$$G_i = G_i(\lambda \ddot{x}_i', \ldots, \lambda \ddot{x}_n', \dot{x}_i', \ldots, \dot{x}_n', x_i', \ldots, x_n', t)$$

$$+ \sum_j A_{ij} \lambda \ddot{u}_j + \sum_j B_{ij} \dot{u}_j + \sum_j C_{ij} u_j$$  \hspace{1cm} (1.24)

$$+ \sum_j \left( \frac{\partial G_i}{\partial (\lambda \ddot{x}_j')} - A_{ij} \right) \lambda \ddot{u}_j + \sum_j \left( \frac{\partial G_i}{\partial \dot{x}_j} - B_{ij} \right) \dot{u}_j + \sum_j \left( \frac{\partial G_i}{\partial x_j} - C_{ij} \right) u_j + R_i.$$
Now, this equation differs from the equation with constant coefficients on the subregions by small terms. So, we can introduce into this expression a parameter $\eta$

$$G_i(\ldots, \ldots, t, \eta)$$

$$= \eta G_i(\lambda \ddot{x}_i, \ldots, \dot{x}_i, \ldots, x_i, \ldots, t)$$

$$+ \sum_j A_{ij} \lambda \ddot{u}_j + \sum_j B_{ij} \dot{u}_j + \sum_j C_{ij} u_j$$

$$+ \eta \left[ \sum_j \frac{\partial G_i}{\partial (\lambda x_i)} - A_{ij} \lambda \ddot{u}_j \right]$$

$$+ \sum_j \left( \frac{\partial G_i}{\partial x_j} - B_{ij} \dot{u}_j + \sum_j \frac{\partial G_i}{\partial x_j} - C_{ij} u_j \right) + \eta R_i.$$ (1.25)

We now compare Eq. (1.20) with the system

$$\sum_j A_{ij} \lambda \ddot{u}_j + \sum_j B_{ij} \dot{u}_j + \sum_j C_{ij} u_j = 0$$ (1.26)

where, of course, the $A_{ij}$, $B_{ij}$, and $C_{ij}$ vary with the subdivision. We can pass from Eqs. (1.26) to our original problem Eqs. (1.20) by introducing the parameter $\eta$ as in Eq. (1.25). Consequently, the analytic behavior of the solution of Eq. (1.22) must be the same as that of Eq. (1.26). This means, then, that we can use our $\alpha$ techniques to reduce the study of time delay errors to the linear case. [For $\eta = 0$, Eq. (1.25) reduces to Eq. (1.26) and for $\eta = 1$, Eq. (1.25) reduces to Eq. (1.23).]

We can regard Eq. (1.26) as the machine equation for the system

$$\sum_j B_{ij} \dot{u}_j + \sum_j C_{ij} u_j = 0$$ (1.27)

and pass from Eq. (1.26) to Eq. (1.20) by supposing $u$ to depend on a parameter $\eta$ as in Eq. (1.25).

The above is the basic principle upon which Chapter 4 rests. The formulae above have been simplified by assuming a uniform rise in the order. This assumption is not made in Chapter 4.
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The discussion of Chapter 4 proceeds to consider the effect of $\lambda$ errors on the system of Eq. (1.27). One can show that, in general, the roots of the indicial equation of Eq. (1.26), which would be a polynomial of degree $2n$, can be divided into two sets $\mu_1, \ldots, \mu_n$ and $\nu_1/\lambda, \ldots, \nu_n/\lambda$. Both the $\mu_1, \ldots, \mu_n$ and $\nu_1, \ldots, \nu_n$ are, in general, analytic in $\lambda$ at $\lambda = 0$. The corresponding solutions of Eq. (1.26) have exponential factors

$$\mu_i^t \quad \text{and} \quad \frac{\nu_i}{\lambda}^t.$$ 

The $\mu_i$ terms correspond to what one would normally consider to be the long range effect of errors. On the other hand, the $\frac{\nu_i}{\lambda}$ exponentials are not analytic in $\lambda$ at $\lambda = 0$ and either destroy the solution completely when the real part of $\nu_i$ is positive or if the real part of $\nu_i$ is negative they become very small in a brief time interval. The total error when $\lambda$ is present can be expressed in two sets of terms one of which has the above mentioned $\mu$ properties, the other the above mentioned $\nu$ properties.

In § 4.8, the combined effect of $a$, $\beta$ and $\lambda$ errors are considered. Let us consider again the machine Eq. (1.20) with, however, $a$ errors added and with $\beta$ errors permitted in the solution. We may again introduce the parameter $\eta$ to yield the equivalent of Eqs. (1.25). $\eta$ is an $a$ parameter. Thus we may obtain for the machine solution an expansion about the point where $a = 0$, $\beta = 0$ in the form

$$x(t, \lambda, a, \beta) = x(t, \lambda, 0, 0) + \sum_{\gamma} x(t, \lambda, 0, 0) \gamma + \ldots. \quad (1.28)$$

Here, $x(t, \lambda, 0, 0)$ is the solution obtained under the assumption of no $a$ or $\beta$ errors, while the partials of $x$ with respect to the various $\gamma$'s are obtained by an argument similar to that for the $a$, $\beta$ error, using, however, Eqs. (1.26) as sensitivity equations.
2. BASIC THEORY FOR $\alpha$ AND $\beta$ ERRORS

2.1 The Given Mathematical Problem

The purpose of the present section is to describe precisely the types of problems to which the present error analysis is applicable. This description is given at the end of this section. Before the precise statement is given, however, it seems desirable to give an introductory discussion which is not stated in mathematically precise language but which will indicate certain necessary considerations.

A differential analyzer presents the solution of a system of differential equations,

$$F_j(x_1, \ldots, x_n, x_1, \ldots, x_n, t) = 0, \quad j = 1, \ldots, n$$

where $t$ is the independent variable, $x_1, \ldots, x_n$ are $n$ unknown functions of $t$ and $\dot{x}_i$ stands for the derivatives of $x_i$ with respect to $t$. In addition to Eq. (2.1), initial values for the $n$ variables $x_1, \ldots, x_n$ at $t_0$ are given. It is always possible to express a differential equation problem in a form in which only first derivatives appear and we will suppose that this has been done.

In a number of cases, it may be necessary to expand the original differential equation system by the introduction of new variables and new equations in order to obtain a system which is of the first order and capable of being realized on a specific machine. In our discussion, we will suppose that this expansion has already taken place.

In many applications of interest one is not justified in considering equations $F_j = 0$ as given by a single analytic expression defined by a region in $n+1$ dimensional space of variables $x_1, \ldots, x_n, t$. Instead, it is frequently necessary to consider the region of interest $R$ as broken up into smaller regions on each of which Eq. (2.1) can be solved for the $\dot{x}_i$,

$$\dot{x}_i = f_i(x_1, \ldots, x_n, t),$$

where $f_i$ is analytic on each subregion in $x_1, \ldots, x_n$ for $t$ fixed and is Riemann integrable in $t$ when continuous functions $x_i(t), \ldots, x_n(t)$ are substituted for $x_1, \ldots, x_n$. The boundaries between these regions are analytic manifolds of not more than $n$ dimensions. We are justified in including a boundary point in one of the subregions if the functions $f_i$ satisfy the above mentioned criteria at such a boundary point.
We will suppose that the operation of the machine indicated the existence of a solution. In general we will be interested in solutions which extend through one or more of the boundary surfaces between regions of analyticity. If a point on such a solution is on the boundary between two regions and the \( f \)'s associated with both regions are analytic at this boundary point, then the continuation of the solution through the boundary point is determined by the uniqueness theorem for ordinary differential equations. Furthermore, the analytic character of the dependence of the solution on its initial conditions remains after passing a boundary point in this fashion. On the other hand, we require this analytic dependence on the initial conditions in our discussion below and we shall take this as our hypothesis rather than specifications concerning the behavior of \( f \) on the boundary. For simplicity, the possibility of a trajectory passing through a multiple corner or being reflected at a boundary is rejected. We now give a precise statement of the hypotheses needed in the discussion below.

Let

\[
F_j(x, x, t) = 0, \quad j = 1, \ldots, n \tag{2.1}
\]
denote a system of \( n \) first order ordinary differential equations in which \( t \) is the independent variable; \( x \) stands for \( n \) dependent variables \( x_1, \ldots, x_n \) and \( \dot{x} \) stands for the \( n \) derivatives \( \dot{x}_1, \ldots, \dot{x}_n \) of \( x_1, \ldots, x_n \) with respect to \( t \). A solution of this system consisting of \( n \) functions \( x_1(t), \ldots, x_n(t) \) is desired which at \( t = t_0 \) assumes specified values \( x_1(t_0), \ldots, x_n(t_0) \), e.g. \( x_i(t_0) = x_{i,0} \).

The Eqs. (2.1) are to be considered on a region \( R \) in the \( n+1 \) dimensional space of the variables \( x_1, \ldots, x_{n+1} \). This region \( R \) is subdivided into subregions \( R_1, R_2, \ldots \) which do not have interior points in common. On \( R_k \) it is possible to solve Eqs. (2.1) for \( \dot{x}_1, \ldots, \dot{x}_n \) in terms of \( x_1, \ldots, x_n, t \);

\[
\dot{x}_i = f^k_i(x_1, \ldots, x_n, t) \tag{2.2}
\]

where:

(A) If \( x_1, \ldots, x_n, t' \) is a point of \( R_k \) then for \( t' \) fixed, \( f^k_i(x_1, \ldots, x_n, t') \) is analytic in \( x_1, \ldots, x_n \) at \( x_1, \ldots, x_n \) and:

(B) If \( x_1(t), \ldots, x_n(t) \) are \( n \) continuous functions of \( t \) defined for an interval \( a \leq t \leq b \) and such that for every \( t \) in this interval, the point \( x_1(t), \ldots, x_n(t), t \) is in \( R_k \) then \( f^k_i(x_1(t), \ldots, x_n(t), t) \) is a Riemann integrable function of \( t \) for \( a \leq t \leq b \).
Let \( B_{kl} \) denote the intersection of the boundary of \( R_k \) and \( R_l \). We suppose that if \( B_{kl} \) is not null it can be specified by a finite number of analytic equations and inequalities. If the addition of \( B_{kl} \) to \( R_k \) does not destroy the properties (A) and (B) above, we shall consider \( B_{kl} \) to be in \( R_k \). Similarly for \( R_l \). Thus, \( R_k \) and \( R_l \) may have boundary points in common.

Let \( x_{1}, o^{t_0} \ldots x_{n}, o^{t_0} \) be an interior point of a subregion which we suppose has been denoted \( R_1 \). Since \( f \) satisfies conditions (A) and (B) on \( R_1 \), there is a unique solution, \( x_{1}(t), \ldots, x_{n}(t) \), of Eq. (2.2) which passes through \( x_{1}, o^{t_0} \ldots x_{n}, o^{t_0} \). Suppose that as \( t \to t_1 \), \( t_0 \leq t < t_1 \), \( x_j(t) \to x_j \) where \( x_{11}^{t_1}, \ldots, x_{n1}^{t_1} \) is a point of \( B_{12} \) but not of \( B_{1j} \) for \( j \neq 2 \). A continuation rule is a rule which associates with every such solution defined for \( t_0 \leq t \leq t_1 \) a unique solution of Eq. (2.2) defined for a \( t \) interval with lower endpoint \( t_1 \) and with \( x_{1}(t), \ldots, x_{n}(t), t \) in \( R_2 \) for \( t > t_1 \). We suppose that such a continuation rule exists for every non-null boundary \( B_{jk} \).

If \( B_{12} \) belongs to both \( R_1 \) and \( R_2 \) then there is only one continuation rule possible. This is a consequence of the usual uniqueness theorem.

We will say that the above mentioned solution penetrates the boundary analytically, if we can find a \( \delta > 0 \) and a \( \delta' > 0 \) such that if \( x_j = x_j(t_1 - \delta) \), then there exists a neighborhood of \( x_{1}, \ldots, x_{n} \) such that:

1. Each point \( x_{1}, \ldots, x_{n} \) of this neighborhood is such that \( x_{1}, \ldots, x_{n}, t_1 - \delta \) is in \( R_1 \).
2. Each point \( x_{1}, \ldots, x_{n} \) of this neighborhood determines a solution \( x_{1}(t), \ldots, x_{n}(t), t \) which can be continued by the continuation rule through \( B_{12} \) into \( R_2 \).
3. The values of the continuation \( x_{1}(t_1 + \delta'), \ldots, x_{n}(t_1 + \delta'), t_1 + \delta' \) are in \( R_2 \) for every such point and
4. Each such \( x_j(t + \delta') \) is an analytic function of \( x_{1}, \ldots, x_{n} \) in the neighborhood.

Again, it may be stated that if \( B_{12} \) belongs to both \( R_1 \) and \( R_2 \), then every continued solution penetrates the boundary analytically, provided the point of penetration is not a boundary point of a region other than \( R_1 \) and \( R_2 \). If \( B_{12} \) is in \( R_2 \), the continuation \( x_{1}(t), \ldots, x_{n}(t), t, t > t_1 \) may remain in \( B_{12} \).

2.2 The Machine Realization

The effort to obtain a solution of the system of differential equations, Eq. (2.1), with given initial conditions \( x_{1}, o^{t_0}, \ldots, x_{n}, o^{t_0} \) is beset with two major
difficulties. In the first place, the system of equations \( F_1 = 0 \) cannot be accurately realized on the machine. Instead, we actually realize another system

\[
G_i(x, x, t) = 0
\]

which in the present chapter is assumed to be of the same order as the original \( F_i \) equations. We suppose that the difference between the two systems can be described as follows. The \( G_i \)'s are dependent on certain parameters \( a_1, \ldots, a_N \) such that at \( a_j = 0 \); the equations \( G_i = 0 \) reduce to the system \( F_i = 0 \).

In addition, however, the process of solution on the machine may also be subject to perturbations during the course of the solution. Normally, we expect that the solution given by the machine, \( x_1(t), \ldots, x_n(t) \), consists of \( n \) continuous differentiable functions \( x_j(t) \), defined for a specified \( t \) interval and satisfying \( G_j = 0 \) on this interval and at \( t = t_0 \) the given initial conditions. However, in actual practice, it may turn out that at some specific time \( t' \) the variable \( x_i \) may have a jump or "saltus" by the amount \( \beta_i \) while there exist two \( t \) intervals, one with \( t' \) as an upper end point, the other with \( t' \) as the lower end point on which the functions \( x_1(t), \ldots, x_n(t) \) are continuous and differentiable and satisfy \( G_j = 0 \). One would ordinarily describe this situation by saying that the machine jumps from one solution of \( G_j = 0 \) to another at \( t = t' \). At a given \( t' \), a number of \( \beta_i \) may be zero.

These perturbations normally arise in three ways. One source may be the error made in realizing the initial conditions which we can handle as a perturbation at \( t = t_0 \). Also, when the solution passes through a boundary point between two regions, the continued solution may differ somewhat from the desired one, and this also can be treated as a perturbation. In general, it is desirable to assume that this latter perturbation occurs at \( t_b + \delta, \quad \delta > 0, \) interior to the new region, \( R_2 \). This can be done as follows. Suppose that at \( t_b + \delta \), the correct continuation assumes values \( x'_1, \ldots, x'_n \) but the machine solution due to the perturbation at the boundary actually assumes values \( x'_1 + \beta_1, \ldots, x'_n + \beta_n \). The uniqueness of the solution of \( G_j = 0 \) in \( R_2 \) assures us that we may assume that for an interval with lower end point \( t_b + \delta \), the machine solution coincides with the result of perturbing the correct continuation by an amount \( \beta_1, \ldots, \beta_n \) in the corresponding variables at \( t_b + \delta \). It will be convenient to assume that such equivalent perturbations may always be used to replace the inaccuracies involved in realizing the continuation conditions.
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The third source of perturbations is "noise". If we assume that the noise present in the system arises from a noise generator analogous to the "shot effect," it may be described as a series of perturbations whose occurrence and magnitude are a matter of chance.

We now describe the equations that govern the action of the machine.

We assume that the motion of the machine is described by functions \( x_1(t), \ldots, x_n(t) \) of the time \( t \) which satisfy a system of differential equations

\[
G_j(x, x, t, a_1, \ldots, a_N) = 0
\]  

(2.3)

dependent on \( N \) parameters \( a_j \). When every \( a = 0 \), the system of Eq. (2.3) reduces to a system of equations \( F_i = 0 \), [Eq. (2.1)].

The Eqs. (2.3) are to be considered on a region \( R \) in \( n+1+N \) dimensional space of the variables \( x, t, a \). This region is to be subdivided into subregions \( R_1, R_2, \ldots \) which do not have interior points in common. On \( R_k \) it is possible to solve Eqs. (2.3) for \( \dot{x}_1, \ldots, \dot{x}_n \) in terms of the other variables,

\[
\dot{x}_i = g_i^k(x_1, \ldots, x_n, t, a_1, \ldots, a_N)
\]  

(2.4)

where:

(A) If \( x', t', a' \) is a point of \( R_k \) then for \( t' \) fixed, \( g_i^k \) is analytic in \( x_1, \ldots, x_n, a_1, \ldots, a_N \) at \( x_1', \ldots, x_n', a_1', \ldots, a_N' \) and

(B) If \( x_1(t), \ldots, x_n(t) \) are \( n \) continuous functions of \( t \) defined for an interval \( a \leq t \leq b \) and \( a_1, \ldots, a_N \) are fixed values of \( a \) such that for every \( t \) in the given interval, \( x_1(t), \ldots, x_n(t), t, a_1, \ldots, a_N \) is in \( R_k \), then \( g_i^k(x_1(t), \ldots, x_n(t), t, a_1, \ldots, a_N) \) is Riemann integrable in \( t \) for \( a \leq t \leq b \).

The boundary \( B_{kl} \) between the regions \( R_k \) and \( R_l \) is subject to the same description word for word as \( B_{kl} \) in the previous section and for a fixed set of values \( a_1, \ldots, a_N \), the definition of a continuation rule given in the previous section applies here.

Suppose that for a fixed set of values \( a_1, \ldots, a_N \) of the parameters, a solution of Eq. (2.3) is given with initial conditions \( x_1, x_0, \ldots, x_n, x_{n_0}, t_0 \) such that \( x_1, \ldots, x_n, x_{n_0}, t_0, a_1, \ldots, a_N \) is in \( R_1 \). Suppose that as \( t \to t_1, t_0 \leq t < t_1, x_j(t) \to x_j, j \neq 2 \) where \( x_j, t_1, a_1, \ldots, a_N \) is a point of \( B_{12} \) but not of \( B_{1j} \) for \( j \neq 2 \). For \( t > t_1 \) let \( x_j(t) \) denote the continuation of this solution into the region \( R_2 \). We say that this solution penetrated the boundary analytically,
if we can find a \( \delta > 0 \) and a \( \delta' > 0 \) such that if \( x_j(t_1 - \delta) \), then, there exists a neighborhood of \( x^j_1, \ldots, x^j_n, a^j_1, \ldots, a^j_N \) such that:

1. Each point of this neighborhood \( x^j_1, \ldots, x^j_n, a^j_1, \ldots, a^j_N \) is in \( R_1 \).
2. Each point \( x^j_1, \ldots, x^j_n, a^j_1, \ldots, a^j_N \) determines a solution which can be continued by the continuation rule through \( B_{12} \) into \( R_2 \).
3. The values of the continuation at \( x_n(t + \delta'), t + \delta', a_1, \ldots, a_N \) which is in \( R_2 \) for every such point in the neighborhood.
4. Each such \( x_j(t + \delta') \) is analytic in \( x^j_1, \ldots, x^j_n, a^j_1, \ldots, a^j_N \) in this neighborhood.

Let the initial conditions \( x^j_1, o', \ldots, x^j_n, o' \) at \( t = t_0 \) and \( a^j_1, \ldots, a^j_N \) be fixed. A set of functions \( x^j_1(t), \ldots, x^j_n(t) \) will be said to describe a perturbed motion of the machine if a set of values \( t_1, \ldots, t_M \) of \( t \) are given such that:

(i) For \( t_1 < t < t_1 + 1 \), \( x^j_1(t), \ldots, x^j_n(t) \) is a solution of Eqs. (2.3) except possibly for a finite number of values of \( t \) where this solution analytically penetrates a boundary and:

(ii) At each \( t_j \) we have parameters \( \beta_{ij} \) such that \( x^j_i(t_1) = x^j_i(t_1^-) + \beta_{ij} \).

The form of the last equation permits us to assume that \( x^j_i(t_0) = x^j_i,o' \) even when \( t_0 \) is a point of perturbation, \( t_1, \) i.e. \( x^j_i(t_0) = x^j_i,o + \beta_{ij} \).

2.3 The Nature of the Machine Solution

The actual running of the machine will permit us to infer that a solution of Eqs. (2.3) exists for certain values of the parameter \( \alpha \) and we could proceed to build a theory based on the assumption of the existence of such a solution. However, normally one would prefer to come to a conclusion concerning the existence of a solution of Eqs. (2.1) or use as an assumption the existence of a solution of Eqs. (2.1). Also, one might want to perform an analysis prior to the running of the machine. For these reasons, then, it is convenient to base our discussion on the existence of a solution to Eqs. (2.1).

THEOREM 2.1. Let the systems of Eqs. (2.1) and (2.3) be described as above. Let \( a < t < b \) determine an interval \( t \) on which a set of \( n \) functions \( x^j_1(t), \ldots, x^j_n(t) \) is given which for \( t \) in this interval are such that \( x^j_1(t), \ldots, x^j_n(t), 0, \ldots, 0, t \) is in the region \( R \) of the previous section. \( x^j_1(t), \ldots, x^j_n(t) \) either satisfies Eqs. (2.1) at \( t \), or for a finite set of values of \( t \) analytically penetrates a boundary \( B_{11} \) in the sense of the preceding section. Suppose \( b \) is not a boundary penetration point. Except at points of boundary.
penetration, \( x_1(t), \ldots, x_n(t) \) is interior to an \( R_k \). At \( t = a, x_j(a) = x_j, o \) where \( x_j, o \) is a given set of initial conditions. Let a set of values \( t_1, \ldots, t_M \) of \( t \) be given at which perturbations \( \beta_{ij} \) are to be permitted. As explained above these perturbed \( t \)'s are not to coincide with a point of boundary penetration.

Then there exists a neighborhood in \( n+N+nM \) dimensional space of \( x_1, o, \ldots, x_n, o, 0, 0, \ldots, 0, 0, \ldots, 0 \), such that if \( x_1', \ldots, x_n', a_1, \ldots, a_N, \beta_{ij} \) is a point in this neighborhood we can find a perturbed motion of the machine. Furthermore, \( x_j \) for this perturbed motion at \( b \), i.e. \( x_j(b) \), are analytic functions of \( x_1', \ldots, x_n', a_1, \ldots, a_N, \beta_{ij} \), \( \beta_{N+1} \), \ldots, \( \beta_{N+nM} \) on this neighborhood.

We prove this theorem by the use of various subintervals \( a' \leq t \leq b' \). In this discussion the perturbation points \( t_1, \ldots, t_M \) are to be fixed and such as occur in the subinterval constitute the perturbation points for the subinterval.

**Lemma 2.1.** Let \( a' \leq t \leq b' \) and \( a'' \leq t \leq b'' \) be two subintervals of \( a \leq t \leq b \) with \( b' = a'' \) and \( b'' \) not points of boundary penetration. Then if the theorem holds for these two subintervals it holds for the interval \( a' \leq t \leq b'' \).

**Proof.** Our hypothesis yields a neighborhood in \( n+N+nM \) space at \( t = a' \) for which the values of \( x_j \) at \( b' \) are analytic. We also have a neighborhood of \( x_1(b'), \ldots, x_n(b'), 0, \ldots, 0, 0, \ldots, 0 \) at \( t = a'' = b'' \) for which the values of the continuation at \( b'' \) are analytic. Now, the continuity of the values at \( b' \) as functions defined in the \( a' \) neighborhood insures that we can find a subneighborhood of the \( a' \) neighborhood such that on it \( x_1(b'), \ldots, x_n(b'), a_1, \ldots, a_N, \beta_{ij}, \ldots, \beta_{nM} \) is in the \( b' \) neighborhood mentioned above. Since an analytic function of analytic functions is analytic, the values at \( b'' \) are analytic functions of \( x_1', \ldots, x_n', a_1, \ldots, a_N, \beta_{ij}, \ldots, \beta_{nM} \) in this subneighborhood for \( t = a' \). This yields the result for the interval \( a' \leq t \leq b'' \).

Lemma 1 obviously generalizes to any finite number of adjacent subintervals.

**Lemma 2.2** Let \( t' \) be any point in the interval \( a \leq t \leq b \) not a point of boundary penetration. We can find an \( \eta > 0 \) such that for every \( a' \) and \( b' \) with \( t' - \eta \leq a' < t' < b' \leq t' + \eta \), \( b' \) is not a point of boundary penetration and the theorem holds for the interval \( a' \leq t \leq b' \).

**Proof.** Since \( t' \) is not a point of boundary penetration \( x_1(t'), \ldots, x_n(t'), 0, \ldots, 0, 0, \ldots, 0, t' \) is an interior point of some \( R_k \). Consequently, the usual existence theorem gives us an interval \( \eta \) such that for \( a' \) and \( b' \) as
specified, a unique solution of Eq. (2.3) exists whose values at \( b' \) are analytic functions of the values at \( a' \) and of the \( a's \) in an appropriate neighborhood.

Now if \( t' \) is not a perturbation point, this interval \( \eta \) can be chosen so small that no perturbation point appears in \( t' - \eta \leq t \leq t' + \eta \) and our result holds. If \( t' \) is a perturbation point, \( t' \leq \eta \) we can choose \( \eta \) so small that \( t' \) is the only perturbation point in this interval. Our perturbed motion is, for \( a' \leq t \leq t' \), that given by a solution of Eq. (2.3) on this interval and for which the values \( x_i(t') \) clearly have the correct analytic character; while for \( t' < t < b' \), the perturbed motion is a solution of Eq. (2.3) with initial values at \( t' = t_i \) of \( x_j(t') + \beta_{ji} \). This also will yield the desired result.

We can now establish the theorem as follows. Around each point \( t^\mathbb{R} \) of boundary penetration, we take a neighborhood \( t^\mathbb{R} - \delta^\mathbb{R} = a' \) and \( t^\mathbb{R} + \delta^\mathbb{R} = b' \) for which the theorem holds by the hypothesis of analytic penetration. Now if \( t^\mathbb{R} \) and \( t'^{\mathbb{R}+1} \) are successive boundary penetration points, we suppose that \( t'^{\mathbb{R}+1} - \delta^\mathbb{R} \leq t \leq t'^{\mathbb{R}+1} + \delta^\mathbb{R}+1 \) is a non-null interval of positive length. For every point \( t' \) of this interval, Lemma 2.2 is applicable and thus is associated with an interval of length \( 2\eta \). The Heine-Borel theorem then applies, and states that a finite number of these intervals will cover the interval from \( t'^{\mathbb{R}+1} + \delta^\mathbb{R} \) to \( t'^{\mathbb{R}+1} - \delta^\mathbb{R}+1 \). Within these finite intervals we can choose non-overlapping adjacent intervals \( a' \leq t \leq b' \) which stretch from \( t'^{\mathbb{R}+1} + \delta^\mathbb{R} \) to \( t'^{\mathbb{R}+1} - \delta^\mathbb{R}+1 \) and for which the theorem holds. Lemma 2.1 then tells us that the theorem holds for \( t'^{\mathbb{R}+1} + \delta^\mathbb{R} \leq t \leq t'^{\mathbb{R}+1} - \delta^\mathbb{R}+1 \) and a final application of Lemma 2.1 will yield the theorem.

The solution postulated in the theorem is not permitted to remain on a boundary for a \( t \) interval. The hypothesis that if \( t \) is not a point of boundary penetration, then the corresponding point on the solution \( x_1(t), \ldots, x_n(t), t, 0, \ldots, 0, 0, \ldots, 0 \) must be an interior point of \( R_k \) is made necessary by the hypothesis of the usual existence theorem which requires a region of analyticity or at least of continuity around the initial point. This condition in turn results from the necessity in the usual proof of repeatedly substituting the Picard iterants into the various functions \( g^k_j(x_1, \ldots, x_n, t, \ldots) \). Now, in practice when a point \( t \) not of boundary penetration is on a boundary which is part of an \( R_k \) region, we may usually substitute the iterants into the \( g_j \)'s and still stay in the region \( R_k \). Then, the usual argument goes through and under these circumstances, our initial solution can be permitted to run along a boundary \( B_jk \).

Let us note the following corollary to the theorem of this section.

**COROLLARY 2.1.** In the above theorem, if in the description of the \( G \)'s we replace " \( g^k_j \) is analytic in \( x_1, \ldots, x_n, a_1, \ldots, a_N \)" by " \( g^k_j \) has l st..."
order continuous partial derivatives in \( x_1, \ldots, x_n, a_1, \ldots, a_N \) and if "analytic penetration of the boundary" is replaced by a corresponding property obtained by making a similar substitution in property (4) of the definition of analytic penetration, then the theorem holds provided that in the conclusion of the theorem we substitute for "are analytic in \( x_1, o', x_n, o', a_1', \ldots, a_N' \) the expression "have \( l \) th order continuous partials in \( x_1, o', x_n, o', a_1', \ldots, a_N', \beta_{11}', \ldots, \beta_{nM}' \)"

Since the corresponding basic existence theorems hold, a corresponding proof can be given.
3. THE EFFECT OF $\alpha$ AND $\beta$ ERRORS

3.1 The Analytic Expansion for the Error

In the case in which the $x_i$'s are analytic in the $\alpha$'s and $\beta$'s, we can expand

$$x_i = \varphi_i(t, \alpha_1, \ldots, \alpha_N, \beta_1, \ldots, \beta_{nM})$$

(3.1)

in a Taylor series about the point $(t, 0, \ldots, 0, 0, \ldots, 0)$,

$$x_i = \varphi_i(t, 0, \ldots, 0, 0, \ldots, 0) + \sum_k \frac{\partial \varphi_i}{\partial \alpha_k} \alpha_k + \sum_r \frac{\partial \varphi_i}{\partial \beta_{jr}} \beta_{jr}$$

$$+ \frac{1}{2} \sum_{k, l} \frac{\partial^2 \varphi_i}{\partial \alpha_k \partial \alpha_l} \alpha_k \alpha_l + \sum_{r, k, j} \frac{\partial^2 \varphi_i}{\partial \alpha_k \partial \beta_{jr}} \alpha_k \beta_{jr}$$

$$+ \sum_{r, s, l, j} \frac{\partial^2 \varphi_i}{\partial \beta_{lr} \partial \beta_{js}} \beta_{lr} \beta_{js} \right] \text{ + higher powers,}$$

$$i = 1, 2, \ldots, n.$$  

Since we suppose that the $\alpha$ and $\beta$ are not too large, a few terms of this expansion (say one, two or three) should be adequate to determine the error. Hence, the next problem to be considered is the determination of the partial derivatives.

$$\frac{\partial \varphi_i}{\partial \alpha_k}, \frac{\partial \varphi_i}{\partial \beta_{jr}}, \frac{\partial^2 \varphi_i}{\partial \alpha_k \partial \beta_{jr}}, \text{ etc.}$$

Now, $\varphi_1, \ldots, \varphi_n$ satisfy the system of equations

$$G_i(\frac{\partial \varphi_i}{\partial t}, \varphi, t, \alpha_1, \ldots, \alpha_N) = 0, \quad i = 1, \ldots, n$$

(3.3)

except at a finite number of points of perturbation and at a finite number of points at which the boundary is penetrated. Let $\gamma$ stand for either an $\alpha$ or a $\beta$. 
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Let
\[ y_i = \frac{\partial \varphi_i}{\partial y}. \]

Since
\[ \frac{\partial}{\partial y} \left( \frac{\partial \varphi_i}{\partial t} \right) = \frac{\partial}{\partial t} \left( \frac{\partial \varphi_i}{\partial y} \right) = y_i, \]

we obtain on differentiating Eq. (3.3) with respect to \( y \),

\[ \sum_j \frac{\partial G_i}{\partial x_j} \ddot{y}_j + \sum_j \frac{\partial G_i}{\partial x_j} y_j + \frac{\partial G_i}{\partial y} = 0. \]  

(3.4)

Since we are interested in the values of \( y_i \) at \( a = 0 \), this equation becomes

\[ \sum_j \left( \frac{\partial F_i}{\partial x_j} \ddot{y}_j + \frac{\partial F_i}{\partial x_j} y_j \right) + \frac{\partial G_i}{\partial y} = 0. \]  

(3.5)

(If \( y \) is a \( \beta \), the last term is zero.)

This system of linear differential equations will specify \( y_1, \ldots, y_n \) if we know the initial conditions for these \( y \)'s. If \( y \) is an \( a \), then at \( t = t_0 \),

\( \varphi_i(t_0, a_1, \ldots, a_N, \beta^1, \ldots, \beta^nM) = x_i, \) and consequently, at \( t = t_0 \),

\( y_i = \frac{\partial \varphi_i}{\partial y} = 0. \) (This also applies to higher partials of \( \varphi_i \) relative to the \( a \)'s.) If \( y = \beta_{ij} \) is a perturbation of \( x_i \) at \( t = t_j \), then

\[ x_i(t_j^+) = x_i(t_j) + \beta_{ij} \]

and for \( k \neq i \)

\[ x_k(t_j^+) = x_k(t_j). \]

Consequently, at \( t = t_j \), \( y_k = \delta_{ik} \) and one might add that the higher derivatives of \( \varphi_k \) relative to \( \beta_{ij} \) are zero at \( t = t_j \), as well as the higher cross derivatives relative to other parameters.

Thus Eqs. (3.4) with these initial values determine the \( y_i = \frac{\partial \varphi_i}{\partial y} \) in every case. Suppose, then, that the first derivatives \( y_i \) are known. Let \( y_1 \) and \( y_2 \) be two parameters, not necessarily distinct. We denote the corresponding \( y \)'s by \( y^1 \) and \( y^2 \) respectively,

\[ y^1_i = \frac{\partial \varphi_i}{\partial y^1}, \quad y^2_i = \frac{\partial \varphi_i}{\partial y^2}. \]
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and the second derivative by \( z_j \):

\[
z_j = \frac{\partial^2 q_j}{\partial \gamma_1 \partial \gamma_2}.
\]

If now we differentiate Eq. (3.4) relative to \( \gamma_2 \) (letting \( \gamma = \gamma_1 \)) we obtain the equation:

\[
\sum_j \frac{\partial G_i}{\partial x_j} \dot{z}_j + \sum_j \frac{\partial G_i}{\partial x_j} z_j + T_{i,1,2}^{1,2} + \frac{\partial^2 G_i}{\partial \gamma_1 \partial \gamma_2} = 0
\]

where

\[
T_{i,1,2}^{1,2} = \sum_{j,k} \frac{\partial^2 G_i}{\partial \gamma_1 \partial \gamma_2} \dot{y}_j \dot{y}_k + \sum_{j,k} \frac{\partial^2 G_i}{\partial \gamma_1 \partial x_j} (\dot{y}_j \ddot{y}_k + \dot{y}_k \ddot{y}_j) + \\
+ \sum_{j,k} \frac{\partial^2 G_i}{\partial x_j \partial x_k} y_j y_k + \sum_{j,k} \frac{\partial^2 G_i}{\partial x_j \partial x_k} y_j y_k + \sum_{j,k} \frac{\partial^2 G_i}{\partial x_j \partial x_k} y_j y_k + \sum_{j,k} \frac{\partial^2 G_i}{\partial x_j \partial x_k} y_j y_k.
\]

If we set \( \sigma_j = 0 \), Eq. (3.6) becomes

\[
\sum_j \left[ \frac{\partial F_i}{\partial x_j} \dot{z}_j + \frac{\partial F_i}{\partial x_j} z_j \right] + T_{i,0}^{1,2} + \frac{\partial^2 G_i}{\partial \gamma_1 \partial \gamma_2} = 0
\]

where \( T_{i,0}^{1,2} \) has the expected definition.

Equation (3.7) is a system of linear differential equations of the first order in the \( z_j \) whose homogeneous part is identical with the homogeneous part of Eq. (3.5). If we consider ourselves to have found the first partials, the problem of
finding the second partials is essentially the same as solving a linear system with the same homogeneous part. Similarly, the problem of finding the third partials

\[ w_k = \frac{\partial^3 q_k}{\partial \gamma_1 \partial \gamma_2 \partial \gamma_3} \]

involves the solution of a system

\[ \sum \left[ \frac{\partial F_i}{\partial \dot{x}_j} \dot{w}_j + \frac{\partial F_i}{\partial x_j} w_j \right] + \sum T_{i,t}^{1,2,3} + \frac{\partial^3 G_i}{\partial \gamma_1 \partial \gamma_2 \partial \gamma_3} \bigg|_0 = 0 \]  \hspace{1cm} (3.8)

whose homogeneous part is again identical with the homogeneous part of the partial derivatives of lower order. It is clear that a similar situation holds for partials of any order.

3.2 The Sensitivity Equations

Thus the evaluation of the Taylor expansion of the error in a differential analyzer reduces to the problem of solving a system of linear differential equations

\[ \sum \frac{\partial F_i}{\partial \dot{x}_j} \dot{y}_j + \sum \frac{\partial F_i}{\partial x_j} y_j + Q_i = 0, \hspace{0.5cm} i = 1, \ldots, n \]  \hspace{1cm} (3.9)

for various functions \( Q_i \) and various initial conditions. This applies even in the general nonlinear case and we are justified in referring to Eqs. (3.9) as the sensitivity equations. The error in each application of such a device depends on the equipment and the problem to be solved. Eqs. (3.9) with the appropriate boundary conditions determine the manner in which the individual problem affects the total error. The present section is concerned with the solution of Eqs. (3.9).

The determinant of the coefficients of the \( \dot{y}_j \) in Eq. (3.9) is the Jacobian for the system \( F_i = 0 \), and the fact that we can solve the \( F_i \) system of equations for the \( \dot{x}_j \) uniquely and analytically means that the Jacobian \( J \) is not zero. Let us solve then for the \( \dot{y}_j \). Let \( K_j^k \) denote the determinant obtained from \( J \) by replacing the column of elements \( \partial F_i / \partial \dot{x}_j \) by the column \( \partial F_i / \partial x_k \). Let \( J_j^k \) denote the algebraic complement of \( \partial F_i / \partial \dot{x}_j \) in \( J \).
Then Eqs. (3.9) are equivalent to

\[ J\dot{y}_j + \sum_k K_j^k y_k + \sum_i J_j^i q_i = 0, \quad j = 1, \ldots, n. \] (3.10)

We now make the further assumption that for the given solution of the system \( F_i = 0 \), the first partials of \( F_i \) relative to \( \dot{x}_j \) are continuous in \( t \) and \( J \) is bounded away from zero when the solution is substituted.

The existence theory for linear differential equations, which is not confined to the small, then shows that for each \( 1, \quad i = 1, \ldots, n \), there exists a vector solution

\[ Y^l = \{ Y_1^l, Y_2^l, \ldots, Y_n^l \} \text{ such that } \]

\[ Y_j^l(t_o) = \delta^l_j \]

and

\[ J\dot{Y}_j^l + \sum_k K_j^k Y_k^l = 0. \] (3.11)

If the dependence of the \( Y_j^l \) on \( t_o \) is to be indicated explicitly we shall write \( Y_j^l = Y_j^l(t, t_o) \) and we can, of course, find solutions \( Y_j^l(t, r) \) of Eq. (3.11) with the property that \( Y_j^l(t, t_o) = \delta_j^l \) for any value of \( r \) in the \( t \) interval. The theory also tells us that the \( Y_j^l(t, r) \) are linear combinations of the \( Y_j^k(t, t_o) \) with constant coefficients, that is,

\[ Y_j^l(t, r) = \sum_k A_k^l Y_j^k(t, t_o). \] (3.12)

This relationship can be written in matrix form as

\[ Y(t, r) = A(r, t_o) Y(t, t_o) \] (3.13)

where \( A(r, t_o) = \| A_k^l(r, t_o) \| \).

The initial conditions for which we wish to solve Eq. (3.10) are, for some \( t = r \) in the given interval, either in the form

\[ (1) \quad y_j = \delta^k_j \]

or

\[ (2) \quad y_j = 0. \]
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The Condition (1) applies to \( \frac{\partial \varphi_j}{\partial \beta} \) and for these, \( Q_i \) is zero and the \( Y_j(t, r) \) are the desired solutions. For Condition (2) which would apply, for example, to \( \frac{\partial \varphi_j}{\partial a} \) we look for a solution of Eq. (3.10) by the method of variation of parameters. We consider, then, solutions of Eq. (3.10) in the form

\[
y_j = \sum_{i} W_i(t, r) \ Y_j(t, t_o)
\]

for \( t \geq r \), and \( y_j = 0 \) for \( t < r \). For such a solution of Eq. (3.10), we have

\[
J[\sum_{i} \dot{W}_i(t, r) Y_j(t, t_o)] + J[\sum_{i} W_i(t, r) \dot{Y}_j(t, t_o)]
\]

\[
+ \sum_{k, i} K_j^k W_i(t, r) Y_k(t, t_o) + \sum_{i} J_j^i Q_i = 0
\]

and Eq. (3.10) implies, by virtue of Eq. (3.11),

\[
J[\sum_{i} \dot{W}_i(t, r) Y_j(t, t_o)] + \sum_{i} J_j^i Q_i = 0.
\]

(3.14)

Now, if we substitute \( r = t \) in the matrix Eq. (3.13), we see that \( A(t, t_o) \) is the inverse matrix for \( Y(t, t_o) \). If we multiply Eq. (3.14) by \( A_k^j(t, t_o) \) and sum over \( j \),

\[
J[\sum_{i, j} \dot{W}_i(t, r) Y_j(t, t_o) A_k^j(t, t_o)] + \sum_{i, j} J_j^i Q_i A_k^j = 0
\]

or

\[
J\dot{W}_k(t, r) + \sum_{i, j} J_j^i(t) Q_i(t) A_k^j(t, t_o) = 0.
\]

Thus for \( t \geq r \),

\[
y_j(t) = \left[ \sum_{i} \int_{r}^{t} \dot{W}_i(\zeta, r) d\zeta \right] Y_j(t, t_o)
\]

\[
\quad = \sum_{i, k} \int_{r}^{t} J_i^{-1}(\zeta) \ J_k^i(\zeta) \ Q_i(\zeta) \ A_k(\zeta, t_o) Y_j(t, t_o) d\zeta
\]

\[
\quad = -\sum_{i, k} \int_{r}^{t} J_i^{-1}(\zeta) \ J_k^i(\zeta) \ Q_i(\zeta) \ Y_j(t, \zeta) d\zeta.
\]

(3.15)
3.3 A Remark on Stability

The above formulas can be supplemented in practical cases by using the stability of the system. If we multiply Eq. (3.11) by $Y_j^1$ and sum over $j$,

$$J \sum_j Y_j^1 Y_j^1 + \sum_{j,k} Y_j^1 K_j^k Y_k^1 = 0. \quad (3.16)$$

The second term is a quadratic form with which is associated a symmetric matrix

$$\left| \frac{1}{2}(K_j^k + K_k^j) \right|$$

whose characteristic roots are all real. If they all have the same sign as $J$ on the given $t$ interval we shall say that the system is unconditionally stable. Suppose that $\lambda(t)$ is the least characteristic root in absolute value and let $\rho$ be the ratio $\lambda/J$, which of course, is positive. Then

$$\rho \sum_j (Y_j^1)^2 = \lambda J^{-1} \sum_j (Y_j^1)^2 \leq J^{-1} \sum_{j,k} Y_j^1 K_j^k Y_k^1.$$ 

Thus if

$$\mu = \sum_j (Y_j^1)^2,$$

Eq. (3.16) implies

$$\frac{1}{2} \dot{\mu} = -J^{-1} \sum_{j,k} Y_j^1 K_j^k Y_k^1 \leq -\rho \mu$$

and consequently,

$$\frac{d}{dt} \log \mu \leq -2 \rho.$$

Thus, if $\mu'$ is the value of $\mu$ at $t = r$,

$$\log\left(\frac{\mu}{\mu'}\right) = \log \mu - \log \mu' \leq -2 \int_r^t \rho(\zeta) d\zeta$$

or

$$\mu \leq \mu' \exp \left\{ -2 \int_r^t \rho(\zeta) d\zeta \right\}.$$
With the initial conditions \( Y_j^1(t, r) = \delta_j^1 \),

\[
\mu' = \mu (r) = \sum_j [Y_j^1(t, r)]^2 = 1, \text{ and } \sum_j [Y_j^1(t, r)]^2 \leq \exp \left[ -2 \int_r^t \rho(\zeta) d\zeta \right].
\]

Thus,

\[
Y_j^1(t, r) \leq \exp \left[ - \int_r^t \rho(\zeta) d\zeta \right] \leq e^{-(t-r)\rho^*}
\]

where \( \rho^* \) is the greatest lower bound for \( \rho(\zeta) \) in the interval \((r, t)\). This can be used in the obvious way in the unconditionally stable case to obtain overestimates for \( y_j \) based on Eq. (3.15).

### 3.4 The \( \beta \) Errors

Let us first consider the linear terms in the perturbation error, that is,

\[
e_j^1 = \sum_{u, v} \frac{\partial y_j^1}{\partial \beta_{uv}} \beta_{uv}.
\]

where \( \beta_{uv} \) is a perturbation on \( x_u \) occurring at the time \( t_v \). For this our earlier results show that

\[
e_j^1 = \sum_{u, v} Y_j^u(t, t_v) \beta_{uv}.
\]

(Cf. § 3.2, in particular the discussion following Eq. (3.13).)

Certain of these \( \beta \)'s are chance variables ("noise"), others are not and are generated by non-chance phenomena. At the level of generality of the present discussion, we can do nothing further with these latter except to point out that in the unconditionally stable case, the inequality obtained on the \( Y_j^u \) in §3.3 may permit a convenient overestimate. It also is possible to introduce the adjoint system for the system of Eq. (3.11) and express the \( Y_j^u(t, t_v) \) in terms of the solution of the adjoint system. If this is done, however, one finds it rather difficult to utilize the stability that may be present.

If we suppose a specific method of generating the chance variable \( \beta \), our procedure permits us to go further. It is reasonable to assume that for each
variable $x_u$ the expected number $n_o$ of noise perturbations per unit interval of time is independent of the time and that when such a perturbation occurs, the amplitude distribution is also independent of the time with mean zero. Let $\sigma_o$ denote the variance of this last distribution. Both $n_o$ and $\sigma_o$ may depend on $u$, in which case we write $n_{ou}$ and $\sigma_{ou}$. However, the chance variables involved are independent for different values of $u$. In the usual noise theory (see, for example, [36]) one shows that under these circumstances one can divide the interval from $t_o$ to $t$ into subintervals in such a way that the possibility of more than one perturbation occurring in an interval may be neglected. In the $i$th interval, say, a perturbation occurred at $t_i'$. This will choose a time $t_i'$ in the $i$th interval. If no perturbation occurred, $t_i'$ may be chosen arbitrarily in the interval and $\beta_u(t_i') = 0$. For a given interval, the probability of an occurrence may be taken as $n_o \Delta t$ (where of course, $\Delta t$ is so small that $n_o \Delta t \ll 1$). Actually, the probability of precisely $k$ occurrences in an interval $t_o \leq t \leq t_1$ is

$$[n_o(t_1'-t_o)]^k \frac{k!}{e^{-n_o(t_1'-t_o)}}$$

(3.19)

according to certain results in noise theory; cf. Rice, loc. cit. In particular, the occurrence of a perturbation at time $t_i'$ is independent of previous or successive occurrences. Consequently, the variance of $\beta_u(t_i')$ is readily seen to be

$$\sigma_o \sqrt{n_{ou} \Delta t}$$

(3.20)

(We shall assume $\sigma_o$ is independent of $u$.) The linear noise effect is then a chance variable $n_{ej}^l$ (the superscript $n$ refers to "noise")

$$n_{ej}^l = \sum_{u,i} Y_j^u(t,t_i) \beta_{ui}$$

(3.21)

where the $\{\beta_{ui}\}$ is that subset of the $\beta_{uv}$ which are chance variables. Since the $\beta_{ui}$ are now considered to be independent and large in number, we may apply the Central Limit Theorem and obtain the result that $n_{ej}^l$ is a normally distributed chance variable with mean zero and variance $\sigma_j'$

$$\sigma_j'^2 = \sum_{u} \sigma_o^2 n_{ou} \int_{t_0}^{t} [Y_j^u(t, \zeta)]^2 d \zeta.$$  

(3.22)
(Again, in the unconditionally stable case, we can obtain upper bounds for this expression.)

In the case of noise, it may also be necessary to consider, in addition to the linear term whose expected value is usually zero, the second degree terms

$$n_{ej}^2 = \frac{1}{2} \sum_{u, v, u', v'} \frac{\partial^2 \varphi}{\partial \beta_{uv} \partial \beta_{u'v'}} \beta_{uv} \beta_{u'v'}.$$  \hspace{1cm} (3.23)

(We are again considering only those $\beta$'s which are chance variables.)

Hence, \(z_j\),

$$z_j = \frac{\partial^2 \varphi}{\partial \beta_{uv} \partial \beta_{u'v'}}.$$  \hspace{1cm} (3.24)

satisfies the differential equation

$$J \dot{z}_j + \sum_k K^k_j z_k + \sum_i J^i_j T^{\beta_i \beta'_i}_{i, o} = 0.$$  \hspace{1cm} (3.25)

(cf. Eqs. (3.6) and (3.10) ) where

\[ T^{\beta_i \beta'_i}_{i, o} = \sum_{r, s} \frac{\partial^2 F_i}{\partial x_r \partial x_s} \dot{Y}_r \dot{Y}_s + \sum_{r, s} \frac{\partial^2 F_i}{\partial x_r \partial x_s} (\ddot{Y}_r \dot{Y}_s + \ddot{Y}_r \dot{Y}_s) \]  \hspace{1cm} (3.26)

Now, from Eq. (3.11)

\[
\begin{align*}
\dot{Y}_r &= -J^{-1} \sum \bar{K}_r^1 Y_1^u \\
\dot{Y}_r &= -J^{-1} \sum \bar{K}_r^1 Y_1^{u'}
\end{align*}
\]  \hspace{1cm} (3.27)
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and consequently

\[
T_{i,0}^{\gamma,\beta'} = \sum_{l,k} Y_{l}^{u'}(t, t_{\gamma}) \ Y_{k}^{u'}(t, t_{\gamma}) \left\{ \frac{\partial^{2}F_{i}}{\partial x_{l} \partial x_{k}} - J^{-1} \sum_{r} \left[ \frac{\partial^{2}F_{i}}{\partial x_{r} \partial x_{k}} K_{r}^{l} + \frac{\partial^{2}F_{i}}{\partial x_{r} \partial x_{s}} K_{r}^{k} \right] J^{-2} \sum_{r, s} \frac{\partial^{2}F_{i}}{\partial x_{r} \partial x_{s}} K_{r}^{l} K_{s}^{k} \right\}.
\]

(3.28)

We shall write this as

\[
T_{i,0}^{\gamma,\beta'}(t) = \sum_{l,k} Y_{l}^{u}(t, t_{\gamma}) \ Y_{k}^{u}(t, t_{\gamma}) \Gamma_{i}^{1,k}(t).
\]

(3.29)

This is a quadratic form or bilinear form in the \( Y_{l}^{u} Y_{k}^{u'} \). Our previous formulas, Eq. (3.15), show that

\[
z_{j} = - \sum_{i,k} J_{r}^{t} J_{k}^{i} (\zeta) T_{i,0}^{\gamma,\beta'}(\zeta) Y_{j}^{k}(t, \zeta) d\zeta
\]

(3.30)

where \( r = \max(t_{\gamma}, t_{\gamma'}) \).

Now \( n_{e_{j}}^{2} \) may be considered as a quadratic form in independent normally distributed variables \( \beta_{uv} \) and hence as such is subject to well known statistical methods. However, the quantity of immediate practical interest is the expected value of \( n_{e_{j}}^{2} \). Since the \( \beta_{uv} \) are independent with mean zero, the cross terms have expected value zero. Thus

\[
E \left[ n_{e_{j}}^{2} \right] = \frac{1}{2} \sum_{u,v} \frac{\partial^{2}}{\partial \beta_{uv}^{2}} E \left[ \beta_{uv}^{2} \right]
\]

\[
= - \frac{1}{2} \sum_{u,v} E \left[ \beta_{uv}^{2} \right] \int_{t_{\gamma}}^{t} J_{k}^{i}(\zeta) \sum_{l,h} Y_{l}^{u'}(\zeta, t_{\gamma}) Y_{h}^{u}(\zeta, t_{\gamma}) Y_{j}^{k}(t, \zeta) d\zeta.
\]

(3.31)
Now $E \left[ \beta_{uv}^2 \right] = \sigma_o^2 n_{ou} \Delta t$. If we pass to the limit as $\Delta t \rightarrow 0$, the summation relative to $v$ becomes an integral and

$$E \left[ n_{e_j}^2 \right] =$$

$$- \frac{1}{2} \sum_{u,i,k,l,h} n_{ou} \sigma_o^2 \int_t^t \int_t^t J^{-1}(\zeta) J_i^k(\zeta) Y_1^u(\zeta, r)$$

$$\cdot Y_h^u(\zeta, r) Y_j^k(t, \zeta) \Gamma_i^1, h(\zeta) d\zeta d r.$$  \hspace{1cm} (3.32)

This second degree noise term does in general not have expected value zero. Another important quantity that could be computed is the variance of $n_{e_j}^2$.

Similar expressions can be obtained for higher order perturbation errors $n_{e_j}^r$ similar to those for $n_{e_j}^1$ and $n_{e_j}^2$.

3.5 The $\alpha$ Errors

In the previous section we treated the first and second order perturbation terms explicitly and indicated how higher $\beta$ errors could be handled. We shall now consider the "forcing" errors or $\alpha$ terms. From our treatment of the $\alpha$ terms it will also be clear how mixed terms such as $\partial^2 \varphi_j / \partial \alpha \partial \beta$ can be treated. We note that the $\alpha$ terms may or may not be chance variables. If some of them are, they may be treated as the $\beta$'s were, that is, we can compute their variance. While this method will not be considered in treating the partials of $\varphi$ with respect to the $\alpha$'s alone, it should be kept in mind when dealing with the mixed partials.

The first degree forcing errors we denote by $\varepsilon_j^1$,

$$\varepsilon_j^1 = \sum_u \frac{\partial \varphi_j}{\partial a_u} a_u$$  \hspace{1cm} (3.33)

and we have seen that $y_j \left( = \partial \varphi_j / \partial u \right)$ satisfies the differential equation

$$\sum_{j} \frac{\partial F_j}{\partial \dot{x}_j} y_j + \frac{\partial F_j}{\partial x_j} y_j + \frac{\partial G_j}{\partial u} = 0$$  \hspace{1cm} (3.34)
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with the boundary conditions

\[ y_i(t_0) = 0. \]

The solution to this equation is (cf. Eq. (3.15))

\[ y_j(t) = -\sum_{i,k} \int_{t_0}^t J^{-1}(\zeta) J_k^i(\zeta) \frac{\partial G_k^i}{\partial a} Y_j^k(t, \zeta) d\zeta \]  

(3.35)

where \( \frac{\partial G_k^i}{\partial a} \) is a function of \( \zeta \) and hence

\[ \epsilon^J_j = -\sum_{i,k,u} \int_{t_0}^t J^{-1}(\zeta) J_k^i(\zeta) \frac{\partial G_k^i}{\partial a} a_u Y_j^k(t, \zeta) d\zeta \]  

(3.36)

(since the \( a_u \) are independent of time).

If we let

\[ \delta^J G_i^j = \sum_{u} \frac{\partial G_i^j}{\partial a_u} a_u, \]  

(3.37)

then Eq. (3.36) becomes

\[ \epsilon^J_j = -\sum_{i,k} \int_{t_0}^t J^{-1}(\zeta) J_k^i(\zeta) \delta^J G_i^j Y_j^k(t, \zeta) d\zeta. \]  

(3.38)

Hence we have an explicit representation of the linear forcing errors.

Consider now the second degree effects, \( \partial^2 \varphi_j / \partial a_u \partial a_v \). If we let

\[ z_j = \frac{\partial^2 \varphi_j}{\partial a_u \partial a_v}, \]  

(3.39)

then the \( z_j \) satisfy the linear differential equation

\[ \sum_{i,j} \frac{\delta F_i}{\delta x_j} z_j + \frac{\partial F_j}{\partial x_j} z_j + \frac{\partial G_i}{\partial a_u} a_u |_{o} + T^{u,v}_{i,o} = 0 \]  

(3.40)
\( z_{j}(t) = - \sum_{i,k}^{t} \int_{t_0}^{T} J^{-1}(\zeta) J_k^i(\zeta) \left[ \frac{\partial^2 \varphi}{\partial u \partial v} + T_{i,o}^{u,v} \right] Y_{j,k}(t, \zeta) \, d \zeta. \tag{3.41} \)

Now the second order forcing error is

\[ \epsilon_{j}^2 = \frac{1}{2!} \sum_{u,v} \frac{\partial^2 \psi_j}{\partial u \partial v} a_u a_v \tag{3.42} \]

and hence

\[ \epsilon_{j}^2 = - \frac{1}{2} \sum_{u,v,i,k}^{t} \int_{t_0}^{T} J^{-1}(\zeta) J_k^i(\zeta) \frac{\partial^2 G_i}{\partial u \partial v} a_u a_v Y_{j,k}(t, \zeta) \, d \zeta + S_j^2 \tag{3.43} \]

where

\[ S_j^2 = \frac{1}{2} \sum_{u,v,i,k}^{t} \int_{t_0}^{T} J^{-1}(\zeta) J_k^i(\zeta) T^{u,v}_{i,o} a_u a_v Y_{j,k}(t, \zeta) \, d \zeta. \tag{3.44} \]

If we let

\[ \delta^2 G_i = \frac{1}{2} \sum_{u,v} \frac{\partial^2 G_i}{\partial u \partial v} a_u a_v, \tag{3.45} \]

then

\[ \epsilon_{j}^2 = - \sum_{i,k}^{t} \int_{t_0}^{T} J^{-1}(\zeta) J_k^i(\zeta) \delta^2 G_i Y_{j,k}(t, \zeta) \, d \zeta + S_j^2. \tag{3.46} \]

The total error due to the forcing errors alone is clearly

\[ \epsilon_{j} = \epsilon_{j}^1 + \epsilon_{j}^2 + \epsilon_{j}^3 + \ldots \tag{3.47} \]

and the total disturbance of the original equations is \( \Delta G_i \),

\[ \Delta G_i = G_i \left( \frac{\partial \varphi}{\partial t}, \varphi, t, a_1, \ldots, a_N \right) - F_i \left( \frac{\partial \varphi}{\partial t}, \varphi, t \right) = \delta^1 G_i + \delta^2 G_i + \ldots. \tag{3.48} \]

Hence,

\[ \epsilon_{j}(t) = \sum_{i,k}^{t} \int_{t_0}^{T} J^{-1}(\zeta) J_k^i(\zeta) Y_{j,k}(t, \zeta) \Delta G_i \, d \zeta + \sum_{n=2}^{\infty} S_j^n. \tag{3.49} \]
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Here we have the total \( \Delta a \) error. The first term in this expression corresponds to the direct effect of errors on the solution. The remaining terms correspond to iterated results of errors. While the first term depends only on the total error \( \Delta G_i \) in the various equations, the other terms cannot be expressed integrally in this way. What one can do is illustrated by the following.

Note that \( S_j^2 \) depends on

\[
T^i = \sum_{u,v} T^i_{1,0} a_u a_v = \sum_{1,k} \frac{\partial^2 G_i}{\partial \dot{x}^*_1 \partial \dot{x}^*_k} (\sum_{u} \dot{y}^*_1 a_u) (\sum_{v} \dot{y}^*_k a_v)
\]

\[
+ \sum_{1,k} \frac{\partial^2 G_i}{\partial \dot{x}^*_1 \partial \dot{x}^*_k} \left[ (\sum_{u} \dot{y}^*_1 a_u) (\sum_{v} \dot{y}^*_k a_v) + (\sum_{u} \dot{y}^*_1 a_u) (\sum_{v} \dot{y}^*_k a_v) \right]
\]

\[
+ \sum_{1,k} \frac{\partial^2 G_i}{\partial \dot{x}^*_1 \partial \dot{x}^*_k} (\sum_{u} \dot{y}^*_1 a_u) (\sum_{v} \dot{y}^*_k a_v)
\]  

\[
+ \sum_{1, u} \frac{\partial^2 G_i}{\partial \dot{x}^*_1 \partial a_u} (\sum_{v} \dot{y}^*_1 a_v) + \sum_{1, v} \frac{\partial^2 G_i}{\partial \dot{x}^*_1 \partial a_v} (\sum_{u} \dot{y}^*_1 a_u)
\]

The partials of \( G \) are to be evaluated at \( a = 0 \).

Now let \( d_a \) denote the operation of taking the \( a \) differential. Then

\[
d_a \varphi_1 = \sum_{u} \dot{y}^*_1 a_u, \quad d_a \dot{\varphi}_1 = \sum_{u} \ddot{y}^*_1 a_u
\]

and

\[
T^i = \sum_{1,k} \frac{\partial^2 G_i}{\partial \dot{x}^*_1 \partial \dot{x}^*_k} d_a \varphi_1 d_a \varphi_k + 2 \sum_{1,k} \frac{\partial^2 G_i}{\partial \dot{x}^*_1 \partial \dot{x}^*_k} d_a \dot{\varphi}_1 d_a \varphi_k
\]

\[
+ \sum_{1,k} \frac{\partial^2 G_i}{\partial \dot{x}^*_1 \partial \dot{x}^*_k} d_a \varphi_1 d_a \dot{\varphi}_k + 2 \sum_{1} \frac{\partial(\delta G_i)}{\partial \dot{x}^*_1} d_a \dot{\varphi}_1
\]

\[
+ \frac{\partial(\delta G_i)}{\partial \dot{x}^*_1} d_a \varphi_1
\]

This is as far as we can go in expressing \( T^i \) in "integral" form.

WADC TR 54-250, Part 14
3.6 Numerical Integration

The \( \beta \) discussion (§ 3.4) yields a very natural method of treating the growth of error in numerical integration. It is customary to utilize a difference equation approach both for stability considerations and for a study of the growth of error. Now one does not have in general the basic existence results for difference equations which are known for differential equations. Consequently, the use of difference equations in error growth leads either to some form of "linearization" or to gross overestimates.

The numerical integration of a system of differential equations

\[
\dot{y}_i = f_i(y_1, \ldots, y_n, t) \quad i = 1, \ldots, n \tag{3.53}
\]

will yield tabulated values for the \( y_i \)'s, \( y_i^0, \ldots, y_n^0 \) at intervals of \( h \) in the independent variable. These also yield tabulated values for the \( f_i \), say \( f_i^0 \). At each value of \( t \) for which the computation is performed, we can suppose that an error \( \beta_i(t) \) is made in \( y_i \). This error \( \beta_i \) can be regarded as the sum of two errors \( \beta_i' \) and \( \beta_i'' \). \( \beta_i' \) is the truncation error, which results from the fact that there is no precise way of numerically integrating Eq. (3.53); various "numerical integration" procedures must be used. \( \beta_i'' \) is the "round off" error due to the fact that even these numerical procedures can not be precisely carried out since the number of places available in the registers of the machine is finite. \( \beta_i'' \) can be regarded either as a chance variable or a periodic function of \( t \).

It should be obvious from the above discussion that the total effects of the \( \beta_i \) error can be evaluated by the above theory provided we know both \( \beta_i' \) and \( \beta_i'' \). For instance Eq. (3.22) will permit us to evaluate the linear effect of these errors, and Eqs. (3.23), (3.31) and (3.32) will express the quadratic effects. Of course we must express each \( \beta \) as the sum of two errors, \( \beta' \) and \( \beta'' \).

Thus one must evaluate \( \beta' \) and \( \beta'' \). \( \beta'' \) must be obtained by a specific investigation of the numerical procedure used. It is customary to consider \( \beta'' \) as a chance variable with known expected value and variance. It is clear from the above that in general this is adequate to determine the distribution of the corresponding effect on the solution.

It remains therefore to compute \( \beta' \). There are a number of ways in which the \( f_i \)'s can be regarded as functions of \( t \) defined for the intermediate values
and then the integration error \( \epsilon_i(t_{k+1}) \) made in \( y_i \) at the \( k \)th step can be defined as

\[
\epsilon_i(t_{k+1}) = y_i^o(t_{k+1}) - y_i^o(t_k) - \int_{t_k}^{t_{k+1}} f_i^o dt
\]

(3.54)

where \( t_k = t_o + kh \). Let \( y_i(t_{k+1}) \) denote the values of the solution of Eq. (3.53), which at \( t_k \) has the values \( y_i^o(t_k) \). Then

\[
y_i(t_{k+1}) = y_i^o(t_k) + \int_{t_k}^{t_{k+1}} f_i^o dt
\]

(3.55)

and the truncation error \( \beta_i \) is given by

\[
\beta_i(t_{k+1}) = y_i^o(t_{k+1}) - y_i(t_{k+1}).
\]

(3.56)

In general one can find \( \epsilon_i \) (Cf. Brock and Murray [2]) and we must obtain the relation between \( \epsilon_i \) and \( \beta_i \). The precise relation is Eq. (3.57) below; but in many practical instances Eq. (3.58), which is very easy to use, is adequate.

Assuming \( y_i^o \) to be defined for intermediate values of \( t \), we can use Eqs. (3.54) and (3.56) to define \( \epsilon_i \) and \( \beta_i \) for \( t \) between \( t_k \) and \( t_{k+1} \) by replacing \( t_{k+1} \) by \( t \) in these equations, yielding

\[
\beta_i - \epsilon_i = \int_{t_k}^{t} \left[ f_i(y_1^o(t), \ldots, t) - f_i(y_1^o + \beta_i, \ldots, t) \right] dt.
\]

(3.57)

The relation of Eq. (3.57) can be differentiated to yield a differential system for \( \beta_i \). The solution of this system by Picard's method is obtained by substituting a given approximation \( \beta_i \) in the right hand integral and using the resulting expression for \( \beta_i \) as an improved approximation. Normally this can be carried out to any degree of accuracy. Usually \( \epsilon_i \) itself will do for a good first approximation to \( \beta_i \).

However, for the accuracy needed for most purposes, the following is effective. In most methods, \( \epsilon_i(t) \) is effectively linear in \( t \) (even when the interval \( h \) appears to a relatively high power). Now if we assume that this is also true of \( \beta_i \) and that the \( A_{ij} = \frac{\partial f_i}{\partial y_j} \) are constant over the range from \( y_i^o \) to \( y_i^o + \beta_i \).
then Eq. (3.57) becomes

\[ \beta_i + \frac{1}{2} \sum_j A_{ij} \beta_j = \epsilon_i. \]  

(Note that if \( \beta'(t) = bt \), then \( \int_0^h \beta_j \, dt = \frac{1}{2} \beta_j h \).) Equation (3.58) can be applied directly; give \( \epsilon_i \) and one obtains \( \beta_i \) to the first order in \( \epsilon_i \) by this formula. While one can obtain more precise formulas than Eq. (3.58), the accuracy obtained is seldom worth the effort. On the other hand, the improvement obtained by using the \( \beta_i \) of Eq. (3.58) instead of \( \epsilon_i \) in error analysis is frequently significant.
4.1 Introduction

The theory of the previous chapters is not applicable to the case in which the G's are of higher order than the F's. Time delays and imperfections in the response of integrators can easily result in a system of equations \( G = 0 \) for the device which are of higher order than the given system.

The purpose of the present chapter is to introduce a method of treating the general situation. One can by straightforward computational methods solve the problem in the linear case with constant coefficients. It is also possible by means of the theory established above for the \( \alpha \) and \( \beta \) errors to reduce the study of the general nonlinear problem to a linear problem with coefficients constant on intervals.

The detailed exposition of this development begins in the next section. However, in the remainder of this section, we give certain examples which indicate the possibilities that arise when the G's are of higher order than the F's.

An error parameter \( \lambda \) corresponding to an error which affects the order of the system realized will not appear analytically in the machine solution. Thus the methods of the previous chapters cannot be used directly to obtain the answer.

We give an example to show that a \( \lambda \) or order-raising error will not appear analytically in the machine solution.

Suppose we wish to solve the simple equation

\[
\dot{x} = -x.
\]

Now, due to time lags, the best that we can realize on the machine is a system

\[
\lambda \ddot{x} + \dot{x} = -x.
\]

The general solution of this is, of course,

\[
x(t) = a \exp\left[ -\frac{2t}{1+\sqrt{1-4\lambda}} \right] + b \exp\left[ -\frac{1+\sqrt{1-4\lambda}}{2\lambda} t \right].
\]

We cannot depend on the initial conditions to be put in so perfectly that \( b = 0 \) and thus, in general, we must expect the presence of the last term which is nonanalytic in \( \lambda \) at \( \lambda = 0 \).

The above example illustrates how nonanalyticities arise due to time delays. In the next example we shall show that even if arbitrarily small time delays are
present it is possible to obtain an unstable solution for an otherwise stable system. The example we shall use is

\[ \dot{x} + 2\dot{y} = \left(\frac{3+\sqrt{17}}{2}\right) x \]

\[ \dot{x} + \dot{y} = \left(\frac{3-\sqrt{17}}{2}\right) y . \]

We readily verify that for this case the Jacobian is unequal to zero and that \(-1\) and \(-2\) are the characteristic roots. Clearly one has a wide margin of stability.

Suppose, due to time delays, the above (F system) is modified to

\[ \dot{x} + \lambda \dot{x} + 2\dot{y} = \left(\frac{3+\sqrt{17}}{2}\right) x \]

\[ \dot{x} + \dot{y} + \lambda \dot{y} = \left(\frac{3-\sqrt{17}}{2}\right) y \]

(the G system). One finds in this case that the four characteristic roots \(\mu_1, \mu_2, \mu_3, \mu_4\) are:

\[ \mu_1(\lambda) = -1 + r_1(\lambda) \lambda ; \quad \mu_2(\lambda) = -2 + r_2(\lambda) \lambda \]

\[ \frac{\nu_1(\lambda)}{\lambda} = \sqrt{2} - 1 + r_3(\lambda) ; \quad \frac{\nu_2(\lambda)}{\lambda} = -\sqrt{2} + r_4(\lambda) \]

where \(r_1, r_2, r_3, r_4\) are power series in \(\lambda\). Hence we see that no matter how small \(\lambda > 0\) is we have a solution of the form

\[ e^{(\sqrt{2} - 1) t / \lambda} e^{r_3(\lambda) t} , \]

that is, a positive exponential. As in the first example, we cannot hope that the boundary conditions can be put in so perfectly as to eliminate this solution.

4.2 The Order of the Machine Equations

We shall now proceed to treat the general case and describe a process whereby the present problem may be analyzed using the results of Chapter 2. Our original system of equations is again of the form

\[ F_i(\dot{x}, x, t) = 0, \quad i = 1, 2, \ldots, n. \]  

\[ (4.1) \]
The system as realized on the machine will be in the form

\[ G_i(\lambda \ddot{x}_1, \ldots, \lambda \ddot{x}_n, \dot{x}_1, \ldots, \dot{x}_n, x_1, \ldots, x_n, t) = 0 \quad (4.2) \]

\[ i = 1, \ldots, n. \]

or as we prefer to write it

\[ G(\lambda \ddot{x}, \dot{x}, x, t) = 0. \]

The parameter \( \lambda \) has been introduced for the purpose of convenience. Thus, when we set \( \lambda = 0 \), we obtain again the system of Eq. (4.1). It is convenient to think of \( \lambda \) as small and that \( \frac{\partial G}{\partial (\lambda \ddot{x})} \) is of normal size. The assumption that the order only increases by one is made in order to obtain reasonably compact formulas. The arguments will generalize to the cases in which higher derivatives appear. We ignore \( \alpha \) errors since they can be treated just as readily here as in our previous chapters and by the same methods.

We shall say that the \( G \) system of Eq. (2.3) (§ 2.2, Chapter 2) is satisfactory if it satisfies the conditions imposed upon the \( G_i \) in that section. The system of Eq. (4.2) above can be expanded into a first order system by introducing new equations and new variables. We shall say that Eq. (4.2) is \( \lambda \)-satisfactory if for \( \lambda \neq 0 \) this expanded system is satisfactory.

We must first, however, specify the extent to which Eqs. (4.2) are actually of the second degree. Suppose the Eqs. (4.2) imply exactly \( n-r \) independent functional relations

\[ G_j(\dot{x}_1, \ldots, \dot{x}_n, x_1, \ldots, x_n, t) = 0, \quad j = r+1, \ldots, n \quad (4.3) \]

which do not involve the second derivatives. Now one can readily see that if Eq. (4.2) is such that we can explicitly solve for \( s \) of the expressions \( \lambda \ddot{x}_1, \ldots, \lambda \ddot{x}_s \) in terms of \( \lambda \ddot{x}_{s+1}, \ldots, \lambda \ddot{x}_n, \dot{x}_1, \ldots, \dot{x}_n, x_1, \ldots, x_n, t \), then when we substitute these in the remaining \( n-s \) equations of Eq. (4.2) either the \( \lambda \ddot{x}_{s+1}, \ldots, \lambda \ddot{x}_n \) appear, and we can solve for another \( \lambda \ddot{x} \) or they disappear from the remaining equations and we have \( n-s \) relations of the type Eq. (4.2). Since there are exactly \( n-r \) relations in Eq. (4.3), we can carry out the above elimination process for \( s = 1, \ldots, r \). Suppose then that the first \( r \) equations

\[ G_i(\lambda \ddot{x}_1, \ldots, \lambda \ddot{x}_n, \dot{x}_1, \ldots, \dot{x}_n, x_1, \ldots, x_n, t) = 0 \quad (4.4) \]

\[ i = 1, \ldots, r \]
can be used for solving for $\lambda \ddot{x}_1, \ldots, \lambda \ddot{x}_r$ and that Eqs. (4.4) and (4.3) form a system equivalent to Eq. (4.2).

Now suppose the system of Eq. (4.3) is adequate to specify $\dot{x}_{r+1}, \ldots, \dot{x}_n$ in terms of $\dot{x}_1, \ldots, \dot{x}_r, x_1, \ldots, x_n, t$. This means that a certain Jacobian is not zero. Thus, if we differentiate Eq. (4.3) with respect to $t$,

$$\sum_i \frac{\partial G_i}{\partial x_i} \dot{x}_i + \sum_i \frac{\partial G_i}{\partial x_i} \dot{x}_i + \frac{\partial G_i}{\partial t} = 0, \quad j = r+1, \ldots, n,$$

(4.5)

and these equations can be used to eliminate $\lambda \ddot{x}_{r+1}, \ldots, \lambda \ddot{x}_n$ from Eqs. (4.4). In order to present the following discussion with a reasonable economy we will suppose that this latter elimination has been carried out. Otherwise the requisite discussions of $\lambda$-satisfaction would be quite complex.

**HYPOTHESIS 4.1.** The system of Eq. (4.2) can be written

$$G'_i(\lambda \ddot{x}_1, \ldots, \lambda \ddot{x}_r, \ddot{x}_1, \ldots, \ddot{x}_n, x_1, \ldots, x_n, t) = 0,$$

$$i = 1, \ldots, r$$

$$G'_i'(\dot{x}_1, \ldots, \dot{x}_n, x_1, \ldots, x_n, t) = 0, \quad i = r+1, \ldots, n$$

(4.6)

where the first $r$ equations can be used to solve for $\lambda \ddot{x}_1, \ldots, \lambda \ddot{x}_r$ in terms of $\dot{x}_1, \ldots, \dot{x}_r, x_1, \ldots, x_n, t$ and the remaining equations can be used to solve for $\dot{x}_{r+1}, \ldots, \dot{x}_n$ in terms of $\dot{x}_1, \ldots, \dot{x}_r, x_1, \ldots, x_n$. Hypothesis 4.1 is to be understood as stating that certain Jacobians are not zero plus the existence of certain values satisfying the equations. We suppose then that the equations of motion of the machine can be written in the form of Eq. (4.6) and that at $\lambda = 0$, these become equivalent to Eq. (4.1).

In the following discussion $r$ will be considered to be fixed for the given problem. One can generalize the discussion to a case in which $r$ changes a number of times during the run.

Such a system is readily seen to be $\lambda$-satisfactory since we can solve for $\lambda \ddot{x}_1, \ldots, \lambda \ddot{x}_r, \ddot{x}_{r+1}, \ldots, \dot{x}_n$ in terms of $\dot{x}_1, \ldots, \dot{x}_r, x_1, \ldots, x_n$. Now we introduce $r$ new unknowns and $r$ equations,

$$\dot{x}_j = z_j, \quad j = 1, \ldots, r.$$  

(4.7)
The result will be an $n+r$ first order system which we can solve explicitly for the derivatives if $\lambda \neq 0$. (The $\lambda \dot{x}_i$ become, of course, $\lambda \ddot{z}_j$ after the above substitution.)

4.3 The Linearization

Now let $x_1', \ldots, x_n'$ be a given solution of Eq. (4.1) corresponding to a prescribed set of initial conditions $x_{1,0}', \ldots, x_{n,0}'$. We shall write the solution of Eq. (4.6) obtained when one tries to solve Eq. (4.1) on the machine in the form

$$x_i = x_i' + u_i.$$  \hspace{1cm} (4.8)

Clearly the initial values of $x_1, \ldots, x_n$ and $\dot{x}_1, \ldots, \dot{x}_r$ are determined by corresponding initial values of $u_1, \ldots, u_n, \ddot{u}_1, \ldots, \ddot{u}_r$. We may consider Eq. (4.6) then as determining a system of equations for the $u_i$

$$G_i'(\lambda \ddot{x}_1' + \lambda \ddot{u}_1', \ldots, \lambda \ddot{x}_r' + \lambda \ddot{u}_r', x_1' + \dot{u}_1', \ldots, x_n' + u_n'), t) = 0$$

$$i = 1, \ldots, r.$$  

$$G_i'(\dot{x}_1' + \dot{u}_1', \ldots, \dot{x}_n' + \dot{u}_n', x_1' + u_1', \ldots, x_n' + u_n', t) = 0$$  \hspace{1cm} (4.9)

$$i = r+1, \ldots, n.$$  

We distinguish between $\lambda$ as a coefficient of $\ddot{u}$ and $\lambda'$ as a coefficient of $\ddot{x}$. The latter $\lambda'$ can be conveniently regarded as an $\alpha$ parameter from now on.

Normally one is justified in regarding the initial values of the $u_i$'s as small. This means that the $x_i$'s have been entered into the machine with approximately the correct values. However, we do not have any assurance that the values of the $\dot{u}_j$'s are small. We shall give a discussion which will clearly have a t interval of validity if $\dot{u}$ is small and this will certainly happen if the initial value of $\dot{u}$ is small. On the other hand, in general this discussion will have an adequate range of validity, but this cannot be presupposed if $\dot{u}_i$ is arbitrary. We shall make this matter precise later.
We may write Eq. (4.9) in the form

\[
G_i^l(\lambda \tilde{x}', \tilde{x}', x', t) + \sum_{j=1}^{r} \frac{\partial G_i^l}{\partial (\lambda \tilde{x}_j)} (\lambda \ddot{u}_j) + \sum_{j=1}^{n} \frac{\partial G_i^l}{\partial x_j} \dot{u}_j + \sum_{j=1}^{n} \frac{\partial G_i^l}{\partial x_j} u_j + R_i = 0
\]

\(i = 1, \ldots, r\) \hspace{1cm} (4.10)

\[
G_i^l(\dot{x}', x', t) + \sum_{j=1}^{n} \frac{\partial G_i^l}{\partial \dot{x}_j} \dot{u}_j + \sum_{j=1}^{n} \frac{\partial G_i^l}{\partial x_j} u_j + R_i = 0
\]

\(i = r+1, \ldots, n\). \hspace{1cm} (4.10')

\(\lambda'\) as a coefficient of \(\dddot{x}'\) is to be regarded as a constant. Consequently, \(\frac{\partial G_i^l}{\partial (\lambda \dddot{x}_j)}\), \(\frac{\partial G_i^l}{\partial \dot{x}_j}\) and \(\frac{\partial G_i^l}{\partial x_j}\) are now functions of \(t\), independent of \(\lambda\) and \(u\). \(R_i\) contains the higher powers of \(\lambda \ddot{u}, \dot{u}\) and \(u\).

The time interval \(0 \leq t \leq t^*\) is now to be subdivided into intervals \(0 = t_o < t_1 < \ldots < t_m = t^*\) and in each of these subintervals a point \(t_k\), \(t_{k-1} \leq t_k \leq t_k\) is chosen at which we evaluate the coefficients

\[
\frac{\partial G_i^l}{\partial (\lambda \dddot{x}_j)} = A_{ij}, \hspace{0.5cm} i, j = 1, \ldots, r \hspace{1cm} (4.11)
\]

\[
\frac{\partial G_i^l}{\partial \dot{x}_j} = B_{ij}, \hspace{0.5cm} i, j = 1, \ldots, n \hspace{1cm} (4.11')
\]

\[
\frac{\partial G_i^l}{\partial x_j} = C_{ij}, \hspace{0.5cm} i, j = 1, \ldots, n \hspace{1cm} (4.11'')
\]

These permit us to rewrite Eqs. (4.10) and (4.10') in the form

\[
0 = G_i^l(\lambda \dddot{x}', \dddot{x}', x', t) + \sum_j A_{ij} \lambda \dddot{u}_j + \sum_j B_{ij} \dot{u}_j + \sum_j C_{ij} u_j
\]
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\[
\begin{align*}
+ \eta \left[ \sum_j \frac{\partial G_i}{\partial (x'_j)} - A_{ij} \lambda \ddot{u}_j + \sum_j \frac{\partial G_i}{\partial x_j} - B_{ij} \ddot{u}_j \right] \\
+ \Sigma_j \left( \frac{\partial G_i}{\partial x_j} - C_{ij} \right) u_j + R_i \right] \\
0 = G_i(x', x', t) + \sum_j B_{ij} \dot{u}_j + \sum_j C_{ij} u_j \\
+ \eta \left[ \sum_j \frac{\partial G_i}{\partial (x'_j)} - B_{ij} \dot{u}_j + \sum_j \frac{\partial G_i}{\partial x_j} - C_{ij} \right] u_j + R_i \right] \\
i = r+1, \ldots, n \quad (4.12)
\end{align*}
\]

where \( \eta \) is an \( \alpha \)-like parameter which we introduce. For \( \eta = 1 \) Eq. (4.12) is equivalent to the original system, Eqs. (4.6), and for \( \eta = 0 \), the system of Eq. (4.12) is a system with piecewise constant coefficients.

**Lemma 4.1.** If Hypothesis 4.1 above is satisfied for the given problem originally, it is also satisfied by the system of Eq. (4.12) at \( \eta = 0 \).

Proof. The conditions of Hypothesis 4.1 are to be interpreted as the statement that certain Jacobians are not zero and certain additional statements. If we set \( \eta = 0 \), the corresponding Jacobians are readily seen to coincide with certain values of the former set of Jacobians and hence are not zero. Since at \( \eta = 0 \) we have a linear system in the \( u \)'s, the existence of solutions at specific points is readily established. This establishes the Lemma.

The fact that Hypothesis 4.1 is satisfied for \( \eta = 0 \) and the fact that Eq. (4.12) for \( \eta = 0 \) is a linear system insures that given any initial condition \( \dot{u}_1, 0, \ldots, \dot{u}_r, 0, u_1, 0, \ldots, u_n, 0 \) we can find a solution corresponding to \( \eta = 0 \).

Furthermore, since under these circumstances the hypothesis of § 2.1 of Chapter 2 applies to this system and this solution, the \( \dot{u}_1, \ldots, \dot{u}_r \) and \( u_1, \ldots, u_r \) are analytic functions of \( \eta \) which, for a given value of \( t = t^* \), are analytic for
some \( \eta \) neighborhood around zero. If this \( \eta \) neighborhood includes \( 0 \) we shall say the set of initial conditions \( \dot{u}_1, 0, ..., \dot{u}_r, 0, u_1, 0, ..., u_n, 0 \) is in case 1.

We suppose now we are dealing with a set of initial conditions in case 1. For such a case the \( u_i \)'s can be written as

\[
\begin{align*}
\dot{u}_1(t, \eta, \lambda) &= u_1(t, 0, \lambda) + u_{1, \eta}(t, 0, \lambda) \eta + \frac{1}{2} u_{1, \eta \eta}(t, 0, \lambda) \eta^2 \\
&+ \ldots.
\end{align*}
\]  

The \( u_i(t, 0, \lambda) \) satisfy the system of equations

\[
\begin{align*}
0 &= G_i'(\lambda \dot{x}_1, \dot{x}_1, x_1, \ldots, t) + \sum_{j} A_{ij} \lambda \ddot{u}_j + \sum_{j} B_{ij} \dot{u}_j + \sum_{j} C_{ij} u_j, \quad i = 1, \ldots, r \\
0 &= G_i'(\dot{x}_1, x_1, \ldots, t) + \sum_{j} B_{ij} \dot{u}_j + \sum_{j} C_{ij} u_j, \quad i = r+1, \ldots, n
\end{align*}
\]  

which is obtained from Eq. (4.12) by setting \( \eta = 0 \). Corresponding equations for the higher derivatives are obtained by differentiating Eq. (4.12) with respect to \( \eta \) and setting \( \eta = 0 \) in the result. We abbreviate the coefficients of \( \eta \) in Eq. (4.12):

\[
\begin{align*}
S_i &= \sum_{j} \frac{\partial G_i'}{\partial (\dot{x}_j)} A_{ij} \lambda \ddot{u}_j + \sum_{j} \frac{\partial G_i'}{\partial \dot{x}_j} B_{ij} \dot{u}_j + \sum_{j} \frac{\partial G_i'}{\partial x_j} C_{ij} u_j + R_i \\
&\quad i = 1, \ldots, r \\
S_i &= \sum_{j} \frac{\partial G_i'}{\partial \dot{x}_j} B_{ij} \dot{u}_j + \sum_{j} \frac{\partial G_i'}{\partial \dot{x}_j} C_{ij} u_j + R_i, \quad i = r+1, \ldots, n.
\end{align*}
\]  

In this expression \( u, \dot{u}, \ddot{u} \) are to be regarded as functions of \( \eta \). If the superscript is to denote differentiating with respect to \( \eta \) then differentiating Eq. (4.12) \( k \) times with respect to \( \eta \) and setting \( \eta = 0 \) in the result yields

\[
\begin{align*}
0 &= \sum_{j} A_{ij} \lambda u_j^{(k)} + \sum_{j} B_{ij} \dot{u}_j^{(k)} + \sum_{j} C_{ij} u_j^{(k)} + kS_i^{(k-1)}, \quad i = 1, \ldots, r \\
0 &= \sum_{j} B_{ij} \dot{u}_j^{(k)} + \sum_{j} C_{ij} u_j^{(k)} + kS_i^{(k-1)}, \quad i = r+1, \ldots, n.
\end{align*}
\]
This, of course, is again a system which can be solved successively for the various values of \( k \). To do so we must first solve the homogeneous system

\[
0 = \sum_j A_{ij} \lambda^u_j^{(k)} + \sum_j B_{ij} u_j^{(k)} + \sum_j C_{ij} u_j^{(k)} \quad i = 1, \ldots, r \tag{4.17}
\]

\[
0 = \sum_j B_{ij} u_j^{(k)} + \sum_j C_{ij} u_j \quad i = r+1, \ldots, n.
\]

This system is not one with constant coefficients but one in which the coefficients are constant over successive time intervals. Nevertheless we can construct \( n+r \) linearly independent solutions and use these in turn to solve the non-homogeneous systems of Eqs. (4.14) and (4.16).

4.4 The Sensitivity Characteristics

We first consider the system of Eq. (4.17) for a fixed interval. Since this is a system with constant coefficients, we consider the indicial equation which can be written in determinantal form as

\[
\begin{vmatrix}
A_{ij} \lambda^2 m + B_{ij} m + C_{ij}
\end{vmatrix} = 0. \tag{4.18}
\]

(We let \( A_{ij} = 0 \) for \( i = r+1, \ldots, n \).)

If we set \( \lambda = 0 \) in the above, we obtain an \( n \) th order polynomial

\[
\begin{vmatrix}
B_{ij} m + C_{ij}
\end{vmatrix} = 0. \tag{4.19}
\]

The matrix \( B = \begin{vmatrix} B_{ij} \end{vmatrix} \) corresponds to the Jacobian of the original system of Eq. (4.1) although it is not precisely equal to it as long as \( \lambda \) is not zero. In view of this though, it is reasonable to assume that \( \begin{vmatrix} B_{ij} \end{vmatrix} \) is not singular. If we multiply the determinant of Eq. (4.19) by the determinant of the inverse matrix \( B^{-1} \) we have a characteristic equation

\[
\begin{vmatrix}
mI + B^{-1} C
\end{vmatrix} = 0
\]

which clearly is of the \( n \) th degree in \( m \). (\( C = \begin{vmatrix} C_{ij} \end{vmatrix} \).

ASSUMPTION 4.1. \( B = \begin{vmatrix} B_{ij} \end{vmatrix} \) is not singular.

ASSUMPTION 4.2. Equation (4.19) does not have multiple roots.
LEMMA 4.2. Assumption 4.1 implies that Eq. (4.19) is an equation of the $n^\text{th}$ degree.

LEMMA 4.3. There is a $\lambda$ neighborhood of $\lambda = 0$ such that corresponding to each root $m_0$ of Eq. (4.19) which is not a multiple root of Eq. (4.19) there exists a root $\mu(\lambda)$ of Eq. (4.18) such that $\mu(0) = m_0$ and $\mu(\lambda)$ is analytic in $\lambda$ at $\lambda = 0$.

Proof. Consider

$$L(\lambda, m) = \left| A_{ij} \lambda m^2 + B_{ij} m + C_{ij} \right| \quad (4.20)$$

and consider Eq. (4.18), i.e., $L = 0$ as an equation intended to determine $m$ as a function of $\lambda$. If we set $\lambda = 0$, $m_0$ is a value of $m$ satisfying $L(0, m_0) = 0$ and we may apply the usual implicit function theorem to this situation and obtain the desired result provided $\frac{\partial L}{\partial m} \neq 0$ at $\lambda = 0$, $m = m_0$.

But $L$ reduces to Eq. (4.19) for $\lambda = 0$ and the statement $\frac{\partial L}{\partial m} \neq 0$ is immediately equivalent to the statement that $m_0$ is not a double root of Eq. (4.19).

(Multiple roots $m_0$ lead to expansions in fractional powers of $\lambda$ rather than a simple power series. Otherwise the results are analogous, but it should be appreciated that small variations in $\lambda$ yield far larger variations in, say, the square root of $\lambda$. Consequently, in the multiple root case, the root $\mu(\lambda)$ depends much more sensitively on $\lambda$ than in the analytic case for small values of $\lambda$.)

Under Assumptions 4.1 and 4.2, then, we have $n$ roots $\mu_1(\lambda), \ldots, \mu_n(\lambda)$ of Eq. (4.18) associated with corresponding roots of Eq. (4.19). (One might well point out here that in the case of no $\lambda$ errors we could still apply the process of the previous section in order to obtain a system of equations with piecewise constant coefficients. The result would be Eq. (4.19). For these we would have the $n$ roots $m_1, \ldots, m_n$ and correspondingly $n$ solutions. The introduction of the $\lambda$ errors has affected these only slightly under Assumptions 4.1 and 4.2. We have $n$ analytic functions of $\lambda$, $\mu_1(\lambda), \ldots, \mu_n(\lambda)$ each of which reduces to an $m$ at $\lambda = 0$. The same holds for the corresponding solutions.)

Thus these $n$ solutions correspond to relatively minor variations of the basic situation introduced by the $\lambda$ error.

However, there are other solutions which must be investigated.
LEMMA 4.4. Equation (4.18) is of degree \( n+r \) in \( m \).

**Proof.** Consider first the determinant of the first \( r \) rows and \( r \) columns of Eq. (4.18)

\[
| A_{ij} \lambda^m + B_{ij} m + C_{ij} | \quad i,j = 1, \ldots, r 
\]

(4.21)

This determinant is a polynomial in \( m \) of degree at most \( 2r \). Since the coefficient of \( m^{2r} \) is precisely the determinant \( | A_{ij} \lambda^{2r} \) and the last is not zero by Hypothesis 4.1, we see that this polynomial is of the \( 2r \) degree. Now one can also readily show that any other \( r \)th row determinant from the first \( r \) rows is of degree \( \leq 2r-1 \) since only the first \( r \) columns are of the second degree in \( m \).

In the last \( n-r \) rows we take the last \( n-r \) columns and consider the corresponding minor

\[
| B_{ij} m + C_{ij} | \quad i,j = n-r+1, \ldots, n. 
\]

(4.22)

This is of degree \( \leq n-r \) with \( | B_{ij} | \) as the coefficient of \( m^{n-r} \). Hypothesis 4.1 states that this determinant is not zero and consequently Eq. (4.22) is of degree \( n-r \). Any other minor from the last \( n-r \) rows is of degree \( \leq n-r \).

Apply then the Laplace expansion of \( L \) for the first \( r \) rows. This expansion contains the product of Eqs. (4.21) and (4.22) which is of the \( n+r \) degree. Since the degree of the other minors of the first \( r \) rows is less than \( 2r \) and the degree of the minors of the last \( n-r \) rows does not exceed \( n-r \), the degree of any other product in this expansion is less than \( n+r \). Hence \( L \) is of degree \( n+r \).

Thus there are \( r \) solutions of Eq. (4.18) which we must still obtain.

Multiply Eq. (4.18) by \( \lambda^m \). This will permit us to multiply each element in the determinant by \( \lambda \),

\[
| A_{ij} (\lambda m)^2 + B_{ij} (\lambda m) + C_{ij} \lambda | = 0. 
\]

(4.23)

Let \( \nu = \lambda m \). Then Eq. (4.23) becomes

\[
| A_{ij} \nu^2 + B_{ij} \nu + C_{ij} \lambda | = 0. 
\]

(4.24)
Equation (4.24) is, of course, of the same degree in $\nu$ as Eq. (4.18) was in $m$, i.e., of degree $n+r$. Let us now consider Eq. (4.24) for $\lambda = 0$, obtaining

$$|A_{ij}\nu^2 + B_{ij}\nu| = 0. \quad (4.25)$$

We can factor a $\nu$ from each column of this determinant which can then be written as

$$\nu^n |A_{ij}\nu + B_{ij}| = 0. \quad (4.26)$$

Now

$$|A_{ij}\nu + B_{ij}| = 0 \quad (4.27)$$

is an equation of degree $r$ in $\nu$. Suppose $\nu_1, \nu_2, \ldots, \nu_r, o$ are the $r$ roots of Eq. (4.27).

**ASSUMPTION 4.3.** Equation (4.27) does not have multiple roots.

Assumption 4.1 implies that no $\nu_k, o$ is zero.

**LEMMA 4.5.** Under Assumptions 4.1 and 4.3, there exists a $\lambda$ neighborhood of $\lambda = 0$ such that for each root $\nu_k, o$ of Eq. (4.27), there exists an analytic solution $\nu(\lambda)$ of Eq. (4.24).

**Proof.** The proof of this is similar to that of Lemma 4.3. If we retrace the steps from Eq. (4.24) to Eq. (4.27) in reverse order we find that each of the solutions of Eq. (4.27) yields a solution of Eq. (4.24) for $\lambda = 0$. Assumption 4.1 shows that $\nu = 0$ is not one of the $\nu_k, o$ and by Assumption 4.3, the $\nu_k, o$ are distinct. Consequently, no $\nu_k, o$ is a multiple root of Eq. (4.24) at $\lambda = 0$, and $\frac{d\nu}{d\lambda} \neq 0$ at each of the values $\lambda = 0$, $\nu = \nu_k, o$. The implicit function theorem can now be applied to obtain the result specified.

Corresponding to the $r$ solutions $\nu(\lambda)$ of Eq. (4.24) there are $r$ solutions $m = \nu(\lambda)/\lambda$ of Eq. (4.23) and consequently, $r$ solutions of Eq. (4.18).

The situation for any multiple root of Eq. (4.27) is analogous to that for any multiple root of Eq. (4.22). We summarize our results in the following theorem.

**THEOREM 4.1.** Under Hypothesis 4.1 of §4.2 and Assumptions 4.1, 4.2 and 4.3 above, for each interval of constancy the indicial equation Eq. (4.18) of the
system Eq. (4.17) possesses \( n \) roots \( \mu_1(\lambda), \ldots, \mu_n(\lambda) \) analytic in \( \lambda \) and \( r \) roots \( \nu_1(\lambda)/\lambda, \ldots, \nu_r(\lambda)/\lambda \) where \( \nu_1(\lambda), \ldots, \nu_r(\lambda) \) are analytic in \( \lambda \). If Assumptions 4.1 or 4.2 do not hold, the \( \mu \)'s or the \( \nu \)'s can be expressed in fractional powers of \( \lambda \).

4.5 The Solution for a Single Interval

To each solution \( \mu_j(\lambda) \) of the theorem of the previous section, we can find a solution of Eq. (4.17) in the form

\[
 u_i^j = D_{ij} e^{\mu_j(\lambda)t} \tag{4.28}
\]

on the interval of constancy. The \( D_{ij} \) are the nontrivial solutions of the homogeneous system

\[
 \Sigma (A_{ik}^\lambda \mu_j^2 + B_{ik} \mu_j + C_{ik}) D_{kj} = 0, \quad i = 1, \ldots, n \tag{4.29}
\]

whose determinant is zero. \( (A_{ij} = 0, \quad i = r+1, \ldots, n) \). Similarly for each of the \( \nu_j(\lambda) \) we have solutions in the form

\[
 \nu_i^j = E_{ij} e^{(\nu_j(\lambda)/\lambda)t} \tag{4.30}
\]

where for each \( j \)

\[
 \Sigma (A_{ik} \nu_j^2 + B_{ik} \nu_j + \lambda C_{ik}) E_{kj} = 0. \tag{4.31}
\]

Notice that the Eq. (4.29) and (4.31), which determine \( D_{kj} \) and \( E_{kj} \) when a suitable normalization is supposed, are well defined at \( \lambda = 0 \) and are analytic in \( \lambda \) at \( \lambda = 0 \).

The general solution of the system

\[
 \Sigma A_{ik}^\lambda \mu_k^j + \Sigma B_{ik} \nu_k^j + \Sigma C_{ik} u_k = 0 \tag{4.32}
\]

is a linear combination with constant coefficients of Eqs. (4.28) and (4.30). In the vector notation

\[
 u = \Sigma U_j u^j_j + \Sigma V_k \nu^k_k. \tag{4.33}
\]
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Here \( u^j \) and \( v^k \) stand for vectors with elements given by Eqs. (4.28) and (4.30) above. Now let \( U \) stand for the vector with elements \( U_j \), \( V \) for that with elements \( V_j \), \( M \) for the diagonal matrix with elements \( \mu_j(\lambda) \delta_{ij} \), \( N \) the \( r \)th order diagonal matrix with elements \( \nu_j(\lambda) \delta_{ij} \). Then Eq. (4.33) can be written

\[
\mathbf{u} = \mathbf{D}(\exp \mathbf{M}^t)\mathbf{U} + \mathbf{E}[\exp \left( (\mathbf{N}/\lambda)t \right)] \mathbf{V}, \tag{4.34}
\]

\((\mathbf{D} \text{ is the matrix } \mathbf{D}_{ij}, \mathbf{E} \text{ is an } n \text{ by } r \text{ matrix } \mathbf{E}_{ij}.)\)

Let \( \mathbf{D}^r \) and \( \mathbf{E}^r \) denote the matrix of the first \( r \) rows of \( \mathbf{D} \) and \( \mathbf{E} \) respectively. Then the initial conditions for the solution \( \mathbf{u} \) can be written in vector form as

\[
\mathbf{u}^0 = \mathbf{D}U + \mathbf{EV} \\
\lambda \mathbf{u}^0 = \lambda \mathbf{D}^r \mathbf{M}^r \mathbf{U} + \mathbf{E}^r \mathbf{N} \mathbf{V}. \tag{4.35}
\]

\(\mathbf{U} \text{ and } \mathbf{V} \) as vectors can also be considered as one column matrices.

Similarly, \( \mathbf{u}^0 \) and \( \mathbf{u}^0 \) are one column matrices. Thus,

\[
\mathbf{U} = \mathbf{D}^{-1} \mathbf{u}^0 - \mathbf{D}^{-1} \mathbf{E} \mathbf{V}
\]

and

\[
\lambda (\mathbf{u}^0 - \mathbf{D}^r \mathbf{M}^{-1} \mathbf{u}^0) = (\mathbf{E}^r \mathbf{N} - \lambda \mathbf{D}^r \mathbf{M}^{-1} \mathbf{E}) \mathbf{V}.
\]

Now, let

\[
\mathbf{T} = \mathbf{E}^r \mathbf{N} - \lambda \mathbf{D}^r \mathbf{M}^{-1} \mathbf{E}. \tag{4.36}
\]

Then

\[
\mathbf{V} = \lambda \mathbf{T}^{-1} (\mathbf{u}^0 - \mathbf{D}^r \mathbf{M}^{-1} \mathbf{u}^0), \tag{4.37}
\]

\[
\mathbf{U} = \mathbf{D}^{-1} \mathbf{u}^0 - \lambda \mathbf{D}^{-1} \mathbf{E} \mathbf{T}^{-1} (\mathbf{u}^0 - \mathbf{D}^r \mathbf{M}^{-1} \mathbf{u}^0). \tag{4.38}
\]

Notice \( \mathbf{V} \) is zero and \( \mathbf{U} = \mathbf{D}^{-1} \mathbf{u}^0 \) provided

\[
\mathbf{u}^0 = \mathbf{D}^r \mathbf{M}^{-1} \mathbf{u}^0. \tag{4.39}
\]

**Lemma 4.6.** Equation (4.39) is the necessary and sufficient condition that Eq. (4.34) depend analytically on \( \lambda \) at \( \lambda = 0 \).
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These, of course, all apply to an interval of \( t \) on which the coefficients \( A_{ij}, B_{ij}, C_{ij} \) are constant. Notice, however, that if \( R(\nu_j) < 0 \) (real part of \( \nu_j \)) and of finite size while \( \lambda \) is small, the nonanalytic terms of Eq. (4.34) are negligible for non-zero positive values of \( t \) of finite size.

Equations (4.34), (4.37) and (4.38) can be combined to yield

\[
\begin{align*}
  u &= [D \exp(Mt)D^{-1}] u^0 + \lambda[E \exp((N/\lambda)t) - D \exp(Mt)D^{-1}E] T^{-1} \\
  &\quad \{u^0 - D^\tau MD^{-1}u^0\} \\
  &= \exp(\tilde{M}t)u^0 + \lambda[E \exp((N/\lambda)t) - \exp(\tilde{M}t)E] T^{-1} \{u^0 - D^\tau D^{-1}\tilde{M}u^0\}
\end{align*}
\]

where \( \tilde{M} = DMD^{-1} \).

4.6 The Continuation of the Solution

Equation (4.40) applies to each interval of constancy and relates a solution of the homogeneous system Eq. (4.17), \( u \), to its initial values \( \dot{u}^0 \) and \( u^0 \) for the interval. \( u^0 \) is an \( n \)-dimensional vector, \( \dot{u}^0 \) is \( r \)-dimensional. A subscript following a colon will indicate the interval, i.e., \( u_{j:k} \) is the \( j \)th component of the solution vector on the \( k \)th interval. Equation (4.40) can then be written

\[
\begin{align*}
  u_{:k} &= \exp[\tilde{M}_{:k}(t - t_{k-1})] u^0_{:k} + \lambda[E_{:k} \exp \{ (N_{:k}/\lambda) (t - t_{k-1}) \} \\
  &\quad \{u^0_{:k} - D^\tau_{:k} D^{-1}_{:k} \tilde{M}_{:k} u^0_{:k}\} T^{-1}_{:k} \{u^0_{:k} - D^\tau_{:k} D^{-1}_{:k} \tilde{M}_{:k} u^0_{:k}\}
\end{align*}
\]

which implies

\[
\begin{align*}
  \dot{u}_{:k} &= \tilde{M}_{:k} \exp[\tilde{M}_{:k}(t - t_{k-1})] u^0_{:k} + \lambda[E_{:k} N_{:k} \exp \{ (N_{:k}/\lambda) (t - t_{k-1}) \} \\
  &\quad \{u^0_{:k} - D^\tau_{:k} D^{-1}_{:k} \tilde{M}_{:k} u^0_{:k}\} T^{-1}_{:k} \{u^0_{:k} - D^\tau_{:k} D^{-1}_{:k} \tilde{M}_{:k} u^0_{:k}\}
\end{align*}
\]

Let \( H \) denote the \( r \) by \( n \) dimensional matrix whose first \( r \) by \( r \) minor matrix is the identity and the rest zero. Then

\[
D^\tau = HD \quad \text{and} \quad D^\tau D^{-1} = H.
\]
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It is now desirable to obtain the relation between

\[ u^0_{:k-1} \text{ and } u^0_{:k-1} - H\bar{M}^o_{:k-1}u^0_{:k-1} \text{ and } u^0_{:k} \text{ and} \]

\[ \dot{u}^0_{:k} - H\bar{M}^o_{:k}u^0_{:k}, \text{ (cf. Eq. (4.39)). } \text{Let } \Delta t_{k-1} = t_{k-1} - t_{k-2}. \]

The given solution is continuous at \( t = t_{k-1} \) if

\[ u^0_{:k} = \exp(\bar{M}^o_{:k-1} \Delta t_{k-1})u^0_{:k-1} + \lambda \left\{ E^o_{:k-1} \exp \left[ \left( N^o_{:k-1} / \lambda \right) \Delta t_{k-1} \right] \right. \]

\[ - \exp(\bar{M}^o_{:k-1} \Delta t_{k-1})E^o_{:k-1} \right\} T^{-1}_{:k-1}(u^0_{:k-1} - H\bar{M}^o_{:k-1}u^0_{:k-1}). \tag{4.43} \]

The derivatives of the first \( r \) of the \( u_j^o \)'s are continuous if

\[ \dot{u}^0_{:k} = H\bar{M}^o_{:k-1} \exp(\bar{M}^o_{:k-1} \Delta t_{k-1})u^0_{:k-1} \]

\[ + H \left\{ E^o_{:k-1} N^o_{:k-1} \exp \left[ \left( N^o_{:k-1} / \lambda \right) \Delta t_{k-1} \right] \right. \]

\[ - \lambda \bar{M}^o_{:k-1} \exp(\bar{M}^o_{:k-1} \Delta t_{k-1})E^o_{:k-1} \left\} \right. \]

\[ - T^{-1}_{:k-1}(u^0_{:k-1} - H\bar{M}^o_{:k-1}u^0_{:k-1}). \tag{4.44} \]

Now let \( v^o_{:k} = u^o_{:k} - H\bar{M}^o_{:k}u^0_{:k} \). Equation (4.43) can then be written as

\[ u^0_{:k} = \exp(\bar{M}^o_{:k-1} \Delta t_{k-1})u^0_{:k-1} + \lambda \left\{ E^o_{:k-1} \exp \left[ \left( N^o_{:k-1} / \lambda \right) \Delta t_{k-1} \right] \right. \]

\[ - \exp(\bar{M}^o_{:k-1} \Delta t_{k-1})E^o_{:k-1} \right\} T^{-1}_{:k-1}v^o_{:k-1} \tag{4.45} \]

and

\[ v^0_{:k} = H \left\{ (\bar{M}^o_{:k-1} - \bar{M}^o_{:k}) \exp(\bar{M}^o_{:k-1} \Delta t_{k-1})u^0_{:k-1} \right. \]

\[ + \left. \left[ E^o_{:k-1} (N^o_{:k-1} - \lambda \bar{M}^o_{:k}) \exp \left[ \left( N^o_{:k-1} / \lambda \right) \Delta t_{k-1} \right] \right. \right. \]

\[ - \lambda (\bar{M}^o_{:k-1} - \bar{M}^o_{:k}) \exp(\bar{M}^o_{:k-1} \Delta t_{k-1})E^o_{:k-1} \right\} T^{-1}_{:k-1}v^o_{:k-1} \]. \tag{4.46} \]

Thus, Eqs. (4.45) and (4.46) permit us to continue a solution of the homogeneous solution, through intervals. For suitably stable matrices, the exponential matrices should cause such a solution to decay.
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In general, the solution Eq. (4.41) consists of two parts. One part is analytic in $\lambda$, i.e., the term involving $\exp M(t - t_{k-1})$. Normally one would expect this to decay slowly. On the other hand, the matrix $\exp[N(\lambda)/\lambda](t - t_{k-1})$, if it is properly stable, should have very large negative real parts for the characteristic roots and hence should decay quickly. This is, however, non-analytic in $\lambda$. The possibility that $\exp M(t - t_{k-1})$ is unstable must be considered (cf. § 4.1).

4.7 Construction of the Solution

The results of the previous section can be used to solve the system of Eq. (4.16) as follows: the solution desired is that for the non-homogeneous system, Eq. (4.16), which at $t = t_0$ has zero values for $u_1, \ldots, u_n, \dot{u}_1, \ldots, \dot{u}_r$. For the first interval $t_0 \leq t \leq t_1$, a solution $y_1$ will be found of Eq. (4.16). This will have certain values at $t_1$ which can be used as the initial values for a solution of the homogeneous equation for the second interval and this solution can be continued as a solution of the homogeneous solution for the remaining intervals. In general, let $y_{1:k}, \ldots, y_{n:k}$, which is zero for the intervals preceding the $k$th, is a solution of Eq. (4.16) on the $k$th interval with initial values 0, and is continued continuously by the method of the previous section as a solution of the homogeneous equation over the remaining intervals.

Since it is obvious that the desired solution $u_1, \ldots, u_n$ is the sum of the $y_{1:k}, \ldots, y_{n:k}$ for all intervals $I_k$, it remains only to solve the problem of finding, for a given interval $I_k$, the solution of the non-homogeneous system Eq. (4.16) which at the lower end point has zero initial values. Thus again one needs to consider only a single interval and it is not necessary to make explicit reference to the interval.

It is desirable to solve the first $r$ equations of Eq. (4.16) for $\lambda \dot{z}_j$, the remaining for $\dot{z}_j$. Thus,

$$
\lambda \ddot{z}_{i} = \sum_{j=1}^{n} \beta_{ij} \dot{z}_j + \sum_{j=1}^{n} \gamma_{ij} z_j + s'_i \quad i = 1, \ldots, r \tag{4.47}
$$

$$
\dot{z}_{i} = \sum_{j=1}^{n} \gamma_{ij} z_j + s'_i \quad i = r+1, \ldots, n
$$
where \( s_i \) is a linear combination of the original non-homogeneous terms. It is desirable to use the last equations to eliminate \( \dot{z}_{r+1}, \ldots, \dot{z}_n \) from the first \( r \) which will then become

\[
\dot{z}_i = \sum_{j=1}^{r} \beta_{ij} \dot{z}_j + \sum_{j=1}^{n} \gamma_{ij} z_j + s_i \quad i = 1, \ldots, r
\]

\[
z = \sum_{j=1}^{n} \gamma_{ij} z_j + s_i \quad i = r+1, \ldots, n.
\]

Referring to §4.5, one may recall that the customary method of finding a solution of the non-homogeneous equation, Eq. (4.48), is to consider the expression Eq. (4.33) with the constants \( U_j \) and \( V_k \) replaced by functions \( \varphi_j(t) \) and \( \psi_k(t) \) of \( t \)

\[
z_i = \sum_{j=1}^{n} \varphi_j(t) u_j^i + \sum_{k=1}^{r} \psi_k(t) v_k^i
\]

\[
= \sum_{j=1}^{n} D_{ij} \varphi_j(t) e^{\mu_j t} + \sum_{k=1}^{r} E_{ij} \psi_j(t) e^{\nu_j t / \lambda}, \quad (4.49)
\]

where \( u_j^i \) and \( v_k^i \) are given by Eqs. (4.28) and (4.30). Since Eq. (4.48) is of the second order in \( z_i \), \( i = 1, \ldots, r \), one must introduce auxiliary conditions

\[
\sum_{j=1}^{n} \varphi_j u_j^i + \sum_{k=1}^{r} \psi_k v_k^i = 0 \quad i = 1, \ldots, r. \quad (4.50)
\]

Since the \( u_j^i \) and \( v_k^i \) are solutions of the homogeneous system, one can readily show that Eq. (4.48) is equivalent to

\[
\lambda \left[ \sum_{k=1}^{r} \psi_k v_k^i + \sum_{j=1}^{n} \varphi_j u_j^i \right] = s_i \quad i = 1, \ldots, r
\]

\[
\sum_{k=1}^{r} \psi_k v_k^i + \sum_{j=1}^{n} \varphi_j u_j^i = s_i \quad i = r+1, \ldots, n.
\]
Combining these with Eqs. (4.28) and (4.30), one obtains

\[ \sum_{k=1}^{r} E_{ik} \nu_k \psi_k e^\mu_j^t + \sum_{j=1}^{n} D_{ij} \lambda \mu_j^e j = s_i, \quad i = 1, \ldots, r \]

\[ \sum_{k=1}^{r} E_{ik} \nu_k \psi_k e^{(\nu_k / \lambda)} t + \sum_{j=1}^{n} D_{ij} \varphi_j e^{\mu_j^t} = 0, \quad i = 1, \ldots, r \]

\[ \sum_{k=1}^{r} E_{ik} \psi_k e^{(\nu_k / \lambda)} t + \sum_{j=1}^{n} D_{ij} \varphi_j e^{\mu_j^t} = s_i, \quad i = r+1, \ldots, n. \]  \hspace{1cm} (4.52)

Now, if one introduces \( \Psi_k = \psi_k e^{(\nu_k / \lambda)} t \), \( \Phi_j = \varphi_j e^{\mu_j^t} \)

Eq. (4.52) becomes

\[ \sum_{k=1}^{r} E_{ik} \nu_k \Psi_k + \sum_{j=1}^{n} D_{ij} \lambda \mu_j \Phi_j = s_i, \quad i = 1, \ldots, r \]

\[ \sum_{k=1}^{r} E_{ik} \Psi_k + \sum_{j=1}^{n} D_{ij} \Phi_j = 0, \quad i = 1, \ldots, r \]  \hspace{1cm} (4.53)

\[ \sum_{k=1}^{r} E_{ik} \Psi_k + \sum_{j=1}^{n} D_{ij} \Phi_j = s_i, \quad i = r+1, \ldots, n. \]

This is a linear system of equations with constant coefficients on the \( \Phi_k \) and \( \Psi_k \) as far as \( t \) is concerned. Furthermore, for \( \lambda = 0 \), the determinant is in the form of the product of the determinant of \( E^T \) and \( D \) evaluated at \( \lambda = 0 \) (Cf. § 4.5) and hence is not zero. Since this determinant is a continuous function of \( \lambda \), one may suppose the existence of a range of \( \lambda \) around \( \lambda = 0 \), where this determinant is not zero.

Solving for \( \Psi_k \) and \( \Phi_k \) expresses these also as linear combinations with constant coefficients of the original inhomogeneous terms.

\[ \Psi_k = s_k^{(t)}, \quad \Phi_j = s_j^{(t)}. \]  \hspace{1cm} (4.54)
The coefficients depend analytically on $\lambda$ and thus,

$$
\psi_k = e^{-\left(\frac{\nu_k}{\lambda}\right) t} s_k(t), \quad \varphi_j = e^{-\frac{\mu_j t}{\lambda}} s_j(t). \tag{4.55}
$$

Since at the initial point $t_{k-1}$, $\psi_j$ and $\varphi_j$ are zero one has for the desired solution of Eq. (4.47)

$$
z_1(t) = \sum_{j=1}^{n} D_{ij} e^{\mu_j t} \int_{t_{k-1}}^{t} e^{-\frac{\mu_j r}{\lambda}} s_j'(r) dr
$$

$$
+ \sum_{j=1}^{r} E_{ij} e^{\left(\frac{\nu_j}{\lambda}\right) t} \int_{t_{k-1}}^{t} e^{-\left(\frac{\nu_j}{\lambda}\right) r} s_j(r) dr \tag{4.56}
$$

valid in the interval $I_k$.

We conclude therefore:

**Lemma 4.7.** The solution $y_{i;k}$ defined at the beginning of this section has the form of Eq. (4.56) on the $k$th interval. The quantities and functions $D_{ij}$, $\mu_j$, $s_j''(r)$, $E_{ij}$, $\nu_j$, $s_j(r)$ depend analytically on $\lambda$ in some neighborhood of $\lambda = 0$.

For each interval then the solution $u_1, \ldots, u_n$ of Eq. (4.16) is in the form

$$
\sum_{j=1}^{k} y_{ij}. \quad \text{For } j < k, \text{ the } y_{ij} \text{ are linear combinations of terms in the form } e^{\mu_j t} \text{ and } e^{\left(\frac{\nu_j}{\lambda}\right) t}. \quad \text{Normally one would expect that the terms } e^{\mu_j t} \text{ would decay slowly and those in the form } e^{\left(\frac{\nu_j}{\lambda}\right) t} \text{ would decay quickly. The above lemma shows that } y_{i;k} \text{ may also be divided into two terms similar in nature to these two types. Thus it is clear that while the } \lambda \text{ errors do introduce errors in the solution, nonanalytic in } \lambda , \text{ these errors decay quickly if the } \nu_j \text{ have negative real parts. (However, cf. § 4.1.)}
$$

### 4.8 Concluding Discussion

It is now possible to set up a general theory of the error, including all types of errors, $\alpha$, $\beta$, and $\lambda$. We return now to Eqs. (4.2) of § 4.2 above and
permit a errors to appear. We will suppose that the system of Eq. (4.2) is equivalent to a system of Eq. (4.6) subject to Hypothesis 4.1. We now introduce u and pass to the system with two additional $\alpha$-like parameters, $\lambda'$ (cf. Eq. (4.9)) and $\eta$ (cf. Eq. (4.12)). For $\lambda$ fixed, the resulting system can readily be expanded to a first order system of the type treated in Chapter 2 and thus our previous theory applies to this system for $\alpha$ errors including $\eta$ and $\lambda'$, and $\beta$ errors.

This means that for $\lambda$ fixed we can expand the error function $u(t, \lambda, \alpha, \beta)$ in terms of $\alpha$ and $\beta$. Thus

$$u(t, \lambda, \alpha, \beta) = u(t, \lambda, 0, 0) + \sum_{\gamma} u_{\gamma}(t, \lambda, 0, 0) \gamma + \ldots + \lambda = \alpha \beta$$  (4.57)

The argument of this chapter yields $u(t, \lambda, 0, 0)$. For the various partial derivatives of $u$ relative to $\alpha$ and $\beta$, the discussion of Chapter 3 above is applicable to the extended first order system. However, the effect of the extension can be obtained simply by replacing Eq. (3.9) of Chapter 3 by

$$\sum_{j=1}^{r} A_{ij} \lambda \dot{u}_j + \sum_{j=1}^{n} B_{ij} \dot{u}_j + \sum_{j=1}^{n} C_{ij} u_j + Q_i = 0,$$  (4.58)

$Q_i$ is the same as in Chapter 3, §3.2, and the rest of the equation corresponding to the similar terms which appeared in Eq. (4.16) of the present chapter.

The discussion of the previous sections show that in each case there is a favorable situation where the expression for the partial

$$\frac{\partial^r u}{\partial y_1 \cdots \partial y_r}$$

can be expressed as a sum of two terms, one of which is analytic in $\lambda$, while the other term, based on $\nu_j(\lambda)$ with negative real parts, disappears rapidly. Consequently, we have a similar resolution for $u(t, \lambda, \alpha, \beta)$ in the favorable case in which the $\nu_j(\lambda)$ have negative real parts. If the real part of $\nu_j(\lambda)$ is positive, the $\nu_j(\lambda)$ terms for $\lambda$ small will be dominant and very large, and normally one would expect the machine solution to be useless.
The above discussion is based on a number of assumptions. One of these is that relative to the parameter $\eta$, the solution is in case 1. Another is that the order of the system increases by no more than 1, when introduced into the machine. However, this last assumption was introduced merely for convenience. One can readily indicate a procedure which is applicable in the higher order case. The essential part of this discussion is the generalization of the situation represented by Hypothesis 4.1 of §4.2 above. The given system $F_i = 0$ is supposed to be in the first order case. Let $s$ denote the order of the highest derivative which appears in the machine equations $G_i = 0$. If our given system $G_i = 0$ implies $n - r_s$ relations between the derivatives of lower order, we suppose that we can separate out $r_s$ equations involving the $s$-order derivatives and that in these in turn we can eliminate all but $r_s$ $s$-order derivatives. In the remaining $n - r_s$ relations, we suppose that we have $n - r_s - r_{s-1}$ relations of order less than $s-1$. A similar procedure then permits us to separate out $r_{s-1}$ relations on $r_{s-1}$ derivatives of order $s-1$.

Thus we can obtain, after a suitable re-enumeration of the dependent variables, a system equivalent to the original broken up into $s$ sets of equations. The first set consists of $r_s$ equations on the $s$-order derivatives of $x_1, \ldots, x_{r_s}$ and do not involve any further derivatives of order $s$. The next set consists of $r_{s-1}$ equations on the $s-1$ derivatives of $x_{r_s+1}, \ldots, x_{r_s+r_{s-1}}$ and contains no higher derivatives and no other derivatives of order $s-1$. A similar situation holds for the remaining sets of equations. The parameter $\lambda$ is most effectively introduced by writing the functions as depending on $\lambda^{s-1} x_j(s), \lambda^{s-2} x_j(s-1), \text{etc.}$

The linearization process of §4.2 of this chapter may now be applied. Setting $\lambda = 0$ will again yield $n$ values $\mu_{1,0}, \ldots, \mu_{n,0}$ which determine functions $\mu_j(\lambda)$ analytic in $\lambda$ at $\lambda = 0$ (cf. §4.4 above). On the other hand, the remaining portions of §4.4 show that one has a total of $r_2 + 2r_3 + \ldots + (s-1)r_s$ extra $\nu$ roots of the equation equivalent to Eq. (4.24) of §4.4 above. From this point on, the results in the higher order case are precisely similar to those in the case in which the order is raised one.

Returning now to the case in which the order is raised one, we wish to discuss the alternative to the assumption above that our problem is in case 1. Normally one would want the $R_i$ of Eq. (4.10) of §4.3 above to be small and this requires that the $\hat{u}_1, \ldots, \hat{u}_r$ be initially small, since it is reasonable to
expect that the \( u_1, \ldots, u_n \) are small. However, unless special precautions are taken, the \( \dot{u}_1, \ldots, \dot{u}_r \) will not in general be small and their size can lead to convergence difficulties or even to slow convergence in case 1.

There is a process which permits one to study the situation which arises in the case of large \( \dot{u}_1, \ldots, \dot{u}_r, \) i.e., the case where initially the machine solution and the true solution have different rates of change.

Consider the equations

\[
G_i(\lambda \ddot{u}_1, \ldots, \lambda \ddot{u}_r, \dot{u}_1, \ldots, \dot{u}_n, u_1, \ldots, u_n, t) = 0
\]

\[
i = 1, \ldots, r
\]

\[
G_i(\ddot{u}_1, \ldots, \ddot{u}_n, u_1, \ldots, u_n, t) = 0
\]

\[
i = r+1, \ldots, n
\]

and let us change the independent variable in \( u \) from \( t \) to a variable \( r = \lambda^{-1} t \) and let the dot refer to differentiation relative to \( r \). The result is

\[
G_i(\lambda^{-1} \ddot{u}_1, \ldots, \lambda^{-1} \ddot{u}_r, \lambda^{-1} \dot{u}_1, \ldots, \lambda^{-1} \dot{u}_n, \lambda r) = 0
\]

\[
G_i(\lambda^{-1} \ddot{u}_n, u_1, \ldots, u_n, \lambda r) = 0.
\]

The effect of the \( \lambda^{-1} \) is to emphasize those variables which it multiplies and in general one can consider this system equivalent to

\[
H_i(\dddot{u}_1, \dddot{u}_r, \dddot{u}_1, \ldots, \dddot{u}_n, \lambda, u_1, \ldots, u_n, \lambda r) = 0 \quad i = 1, \ldots, r
\]

\[
H_i(\dddot{u}_1, \ldots, \dddot{u}_n, \lambda, u_1, \ldots, u_n, \lambda r) = 0 \quad i = r+1, \ldots, n,
\]

in which \( \lambda \) plays the role of a parameter. Thus, if we set \( \lambda = 0 \) we obtain relations

\[
H_i(\dddot{u}_1, \dddot{u}_r, \dddot{u}_1, \ldots, \dddot{u}_n) = 0 \quad i = 1, \ldots, r
\]

\[
H_i(\dddot{u}_1, \ldots, \dddot{u}_n) = 0 \quad i = r+1, \ldots, n.
\]

These equations can be considered as a system of equations for \( \dddot{u}_1, \ldots, \dddot{u}_n \). Now the favorable phenomena which is desired is that the solutions \( \dddot{u}_1, \ldots, \dddot{u}_n \)
of the above system should approach zero asymptotically as \( r \to \infty \) and that the solutions be near zero after not too large a \( r \) interval. Now suppose that \( \lambda \) is quite small. For the original variable \( t \), this means that \( \ddot{u}_j \) becomes small after a small \( t \) interval and from then on one has a situation corresponding to small \( u_1, \ldots, u_n \) and small \( \ddot{u}_1, \ldots, \ddot{u}_r \). This process of examining the result of passing to the variable \( r \) is basic in any discussion of \( \lambda \) errors and may be effectively used in case 1 as well.

In the above discussion, we have utilized only one parameter \( \lambda \). If we have more than one type of integrator in the system, \( \lambda \) will be associated with the type which has the greatest time delay and other time delays will be represented by a \( \lambda \) where \( a \) is small.

4.9 The Necessity for Interval by Interval Analysis

Given the differential equation

\[
\lambda \ddot{y} + a(x) \dot{y} + b(x) y = 0
\]  \( (4.59) \)

with \( \lambda \) a parameter and \( a(x), b(x) \) analytic in the neighborhood of \( x = 0 \), it was hoped that the general solution of Eq. \( (4.59) \) could be written in the form

\[
g(x, \lambda) = A \cdot X(x, \lambda) + B \cdot Y(x, \lambda)
\]

where \( X \) and \( Y \) are analytic in \( x \) for a suitable interval and \( Y(x, \lambda) \) is analytic in \( \lambda \). Essentially this amounts to the requirement that Eq. \( (4.59) \) have one non-trivial solution which is analytic in \( \lambda \). This, unfortunately, is not the case in general, as is shown by the following example.

**EXAMPLE:** Consider the differential equation

\[
\lambda \ddot{y} + \dot{y} + \frac{1}{1+x} y = 0.
\]  \( (4.60) \)

If there exists a solution \( Y(x, \lambda) \) analytic in \( \lambda \),

\[
Y(x, \lambda) = u_0(x) + \lambda u_1(x) + \lambda^2 u_2(x) + \ldots
\]  \( (4.61) \)
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which can be differentiated with respect to \( x \), twice, term by term, i.e. such that

\[
\dot{Y}(x, \lambda) = \dot{u}_0(x) + \lambda \ddot{u}_1(x) + \lambda^2 \dddot{u}_2(x) + \ldots \tag{4.62}
\]

\[
\ddot{Y}(x, \lambda) = \dddot{u}_0(x) + \lambda \dddot{u}_1(x) + \lambda^2 \dddot{u}_2(x) + \ldots
\]

and \( Y(0, 0) = 1 \), then the \( \lambda \) radius of convergence of Eq. (4.61) for \( x > 0 \) is zero. (This is also true for \( x < 0 \).)

Proof: Substituting Eq. (4.62) in Eq. (4.60) we obtain the following set of differential systems:

\[
\begin{align*}
\dot{u}_0 + \frac{1}{1+x} u_0 &= 0 \\
u_0(0) &= 1 
\end{align*}
\tag{4.63}
\]

\[
\begin{align*}
\dot{u}_n + \frac{1}{1+x} u_n &= -u_{n-1}, \\
u_n(0) &= 0, \quad n = 1, 2, \ldots \tag{4.64}
\end{align*}
\]

By a direct calculation,

\[
u_0(x) = \frac{1}{x+1}
\]

\[
u_1(x) = \frac{2!}{(1+x)^2} - \frac{2}{1+x}
\]

\[
u_2(x) = \frac{3!}{(1+x)^3} - \frac{4}{(1+x)^2} - \frac{2}{1+x}
\]

We shall now prove

(a) \[
\nu_n(x) = \frac{(n+1)!}{(1+x)^{n+1}} - \sum_{k=1}^{n} \frac{a_k^n}{(1+x)^k}
\]

(b) \[
\sum_{k=1}^{n} a_k^n = (n+1)!
\]

(c) \[
a_k^n > 0 \quad k = 1, 2, \ldots, n.
\]
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The proof is by complete induction on \( n \). Assume (a), (b), (c). Then substituting in Eq. (4.64):

\[
\frac{d}{dx} u_{n+1} + \frac{1}{1+x} u_{n+1} = -\frac{(n+1)(n+2)}{(1+x)^{n+3}} + \frac{n}{(1+x)^{n+3}} \sum_{k=1}^{n} \frac{k(k+1)}{k+2} a_k n^k.
\]

Assume

\[
u_{n+1}(x) = \frac{a}{(1+x)^{n+2}} - \sum_{k=1}^{n+1} \frac{a_k}{(1+x)^k}.
\]

Then

\[
\frac{d}{dx} u_{n+1} + \frac{1}{1+x} u_{n+1} = -\frac{(n+2)a}{(1+x)^{n+3}} + \frac{n+1}{(1+x)^{n+3}} \sum_{k=1}^{n} \frac{ka_k n^k}{(1+x)^{k+1}} + \frac{a}{(1+x)^{n+3}} - \sum_{k=1}^{n} \frac{a_k n^k}{(1+x)^{k+1}}
\]

\[
= -\frac{(n+1)a}{(1+x)^{n+3}} + \frac{n+1}{(1+x)^{n+3}} \sum_{k=1}^{n} \frac{(k-1)a_k n^k}{(1+x)^{k+1}}
\]

\[
= -\frac{(n+1)(n+2)!}{(1+x)^{n+3}} + \frac{n}{(1+x)^{n+3}} \sum_{k=1}^{n} \frac{a_k n^k(k+1)}{(1+x)^{k+2}}.
\]

Equate coefficients of \( \frac{1}{(1+x)^k} \):

\[-(n+1)a = -(n+1)(n+2)!
\]

\[(k-1)a_k n^k = (k-1)ka_k n^k \quad k = 2, \ldots, n+1
\]

\[a_k n^k = ka_k n^k \quad k = 2, 3, \ldots, n+1
\]

\[a = (n+2)!
\]

\[a_k n^k > 0 \quad k = 2, 3, \ldots, n+1
\]

Let \( a_k n^k = a - \sum_{k=2}^{n+1} a_k n^k \).
Then if we show
\[ a_1^{n+1} > 0, \]
conditions (a), (b), (c) will be satisfied. Now,
\[ a_k^{n+1} \leq (n+1)a_k^n \]
\[ k = 2, 3, \ldots, n+1 \]
\[ \sum_{k=2}^{n+1} a_k^{n+1} < (n+1) \sum_{k=2}^{n+1} a_k^n \]
\[ (n+1) (\sum_{l=1}^{n} a_l^n) \]
\[ = (n+1) (n+1)! \]
\[ a_1^{n+1} > a - (n+1)(n+1)! = (n+2)! - (n+1)(n+1)! \]
\[ = (n+1)! > 0. \]

Now, suppose \( x > 0 \). Then since \( a_k^n \) is positive
\[ u_n(x) = (1+x)^{-n-1} \left[ (n+1)! - \sum_{k=1}^{n} (1+x)^{n+1-k} a_k^n \right] \]
\[ < (1+x)^{-n-1} \left[ (n+1)! - (1+x) \sum_{k=1}^{n} a_k^n \right] \]
\[ = -x(1+x)^{-n-1}(n+1)! . \]

Thus for \( x > 0 \), \( u_n(x) \) is more negative than
\[ -x \frac{(n+1)!}{(1+x)^{n+1}} \]
and the series
\[ \sum_{n=0}^{\infty} u_n(x) \lambda^n \]
has zero radius of convergence in \( \lambda \). (A similar argument holds for \( x < 0 \).)
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This example indicates that one cannot hope to break down the solutions of the linear variational equation into, say, an $n$-dimensional set of solutions analytic in $\lambda$ at $\lambda = 0$ and an $r$-dimensional set which is nonanalytic. The set of analytic solutions may have dimension less than $n$, even zero.

Thus, in order to obtain the long range part of the error, which in the more desirable cases contains the greater part of the error, one must use some procedure in addition to solving the variational equations, for instance, the process given above of breaking the interval into smaller intervals on which the coefficients may be considered to be constant. In addition, the latter process does yield a clear picture of the phenomenon and even in the case when $\lambda$ errors do not occur it may correspond to a desirable numerical procedure.
In this chapter four illustrative examples are given. These examples indicate many possibilities for further developments.

5.1 Example of an $\alpha$ Error

As an example of an $\alpha$ error we briefly treat the equation

$$\dot{y} = -y^2 \tag{5.1}$$

assuming that $y^2$ is obtained by means of a multiplier which unfortunately has certain rather common inaccuracies. One factor can be taken as the correct $y$. The other factor can be described mathematically as follows.

Let $z$ be a certain time delayed value of $y$, i.e., $z = y - r \dot{y}$. The second factor is obtained from $z$ by means of a step-like function, i.e., let $[x]$ denote as usual the largest integer not exceeding $x$. Then there is a large integer $N$ such that the remaining factor is

$$\frac{1}{N} [zN]. \tag{5.2}$$

Let $f(x)$ be defined by

$$\frac{1}{N} [zN] = z + f(z). \tag{5.3}$$

Thus, the equation as actually realized is

$$\dot{y} = -[z + f(z)]y = -[y - r \dot{y} + f(y - r \dot{y})]y. \tag{5.4}$$

When one introduces $\alpha$ this becomes

$$\dot{y} = -y^2 + \alpha[r \ddot{y} - y f(y - r \dot{y})]. \tag{5.5}$$

The solution of Eq. (5.5) depends on two variables, $t$ and $\alpha$, and will be denoted by $y(t, \alpha)$.

We take as the initial value for Eq. (5.1), $y(0) = y_0$ and as the initial value for Eq. (5.5), $y(0, \alpha) = y_0$.

$f(z)$ as defined by Eq. (5.3) is a sawtooth function with slope $-1$ which ranges from 0 to $-1/N$ as $z$ changes from $k/N$ to just below $(k+1)/N$. Therefore, as Eq. (5.5) stands it violates the analyticity requirements for $G$ as given in §2.2 of Chapter 2. However, as a practical matter one would be
willing to substitute \( f(y(t, 0) - r \dot{y}(t, 0)) \) for \( f(z) \), i.e., ignore the dependence of \( z \) on \( a \) in regard to \( f(z) \). Let

\[
g(t) = f(y(t, 0) - r \dot{y}(t, 0)) = f(y_o (y_o t + 1)^{-1} + r y_o^2 (y_o t + 1)^{-2}). \quad (5.6)
\]

Here one has used the fact that if \( y(0, 0) = y_o \), then

\[
y(t, 0) = y_o (y_o t + 1)^{-1}. \quad (5.7)
\]

Thus, the form of \( G \) to which the error analysis will be applied is

\[
y = -y^2 + a[r \dot{y} y - y g(t)]. \quad (5.8)
\]

The solution we are concerned with is

\[
y(t, 1) = y(t, 0) + y_a(t, 0) + \frac{1}{2} y_{aa}(t, 0) + \ldots \quad (5.9)
\]

\[
y = y(t, 0) + z(t) + \frac{1}{2} w(t) + \ldots
\]

where

\[
z(t) = y_a(t, 0), \quad w(t) = y_{aa}(t, 0). \quad (5.10)
\]

If we differentiate Eq. (5.8) relative to \( a \), we obtain

\[
\frac{\partial y}{\partial a} = -2y \frac{\partial y}{\partial a} + r \dot{y} y - y g(t) + a[r \frac{\partial y}{\partial a} + r y \frac{\partial y}{\partial a} - \frac{\partial y}{\partial a} g(t)]. \quad (5.11)
\]

Setting \( a = 0 \) yields

\[
\dot{z} = -2yz + r \dot{y} y - yg. \quad (5.12)
\]

Differentiating Eq. (5.11) again and setting \( a = 0 \) yields

\[
\dot{w} = -2yw - 2z^2 + 2[r (\dot{z} y + \dot{y} z) - zg(t)]. \quad (5.13)
\]

It is desirable that in the region of interest \( z \) be small and that \( w \) be small relative to \( z \). The purpose of the present analysis is to determine the range of \( t \) for which this is true. It is convenient for this purpose to eliminate \( \dot{y} \) and \( \dot{z} \) from Eq. (5.13) by using Eqs. (5.8) (at \( a = 0 \)) and (5.12). Thus

\[
\dot{w} + 2yw = -2 [z^2 + (3y^2 r + g)z + y^2 r (r y^2 + g)]. \quad (5.14)
\]
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To solve Eq. (5.14) and

\[ z + 2yz = -r y^3 - yg = -y(r y^2 + g), \quad (5.15) \]

we use the integrating factor \((y_o^3 + 1)^2 = y_o^2 y^2\). This replaces the elaborate Green's function which is necessary in the general case.

\[ (y_o^3 + 1)^2 z = - \int_0^t y_o (y_o x + 1) (r y^2 + g) dx \quad (5.16) \]

or

\[ z = -y_o^2 y_o^{-1} \int_0^t (y_o x + 1) (r y^2 + g) dx \quad (5.17) \]

\[ = -y_o^2 y_o^{-1} \int_0^t r y_o^2 (y_o x + 1)^{-1} dx - y_o^2 y_o^{-1} \int_0^t (y_o x + 1) g(x) dx. \]

It is reasonable to replace \(g(x)\) in the last integral by its average value \(-(2N)^{-1}\). This yields

\[ z = -r y_o^2 \log(y_o^3 + 1) + \frac{1}{4N} \left[ 1 - \left( \frac{y}{y_o} \right)^2 \right] \quad (5.18) \]

or

\[ z = r y_o^2 \log \frac{y}{y_o} + \frac{1}{4N} \left[ 1 - \left( \frac{y}{y_o} \right)^2 \right]. \quad (5.19) \]

Now \(y = y_o(y_o^3 + 1)^{-1}\). For \(y_o\) positive, the solution can be considered for all positive values of \(t\). Since \(y = y_o/(y_o^3 + 1)\), \(y\) approaches zero as \(t \to \infty\) and \(z\) approaches the value \(\frac{1}{4N}\). The first term is negative and has maximum absolute value \(\frac{1}{2} r y_o^2 e^{-1}\). Thus \(z\) lies between \(-\frac{1}{2} r y_o^2 e^{-1}\) and \(\frac{1}{4N}\).

\[-\frac{1}{2} r y_o^2 e^{-1} \leq z \leq \frac{1}{4N} \quad y_o > 0. \quad (5.20)\]

Presumably both bounds are small.

For \(y_o\) negative, the situation would be complicated in most cases by scaling difficulties. The problem can extend only until \(-y\) has attained its
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maximum scale value which must be greater than \(-y_o\). Consequently, here again the terms differ in sign. \(z\) can be written

\[
z = y^2 \left[ r \log \left( \frac{y}{y_o} \right) \right] - \frac{1}{4Ny_o^2} + \frac{1}{4N} . \tag{5.21}
\]

If the maximum value of \(-y\) is 1 and \(r = -1/y_o\) we see that the final value of \(z\) is

\[
z = ( r \log r - \frac{r^2}{4N} ) + \frac{1}{4N} . \tag{5.22}
\]

Thus, \(y_o\) must be limited if \(z\) is to be kept small. The procedure is straightforward when \(r\) and \(N\) are known.

We next consider \(w\), the second order error effect, and we show that if the time interval is not very large then \(w\) is small compared with \(z\). However, if \(t\) is very large, \(w\) will become arbitrarily large. From Eq. (5.14) we may write, with the aid of the integrating factor \(\left( \frac{y_o}{y} \right)^2\),

\[
w = \frac{-2}{(y_o t+1)^2} \int_0^t \left( \frac{y_o}{y} \right)^2 \left[ z^2 + gz + y^2(3rz + r^2y^2 + rg) \right] dx . \tag{5.23}
\]

Now \(w\) can be written

\[
w = Ar^2 + 2B (\frac{1}{4N}) + C (\frac{1}{4N})^2 \tag{5.24}
\]

when we replace \(g\) by its average value \(-1/2N\). By Eq. (5.18),

\[
A = \frac{-2}{(y_o t+1)^2} \int_0^t \left( \frac{y_o^2y^2}{y} \right) \left[ \log(y_o t+1) - 1 \right]^2 - \frac{y_o^2y^2 \log(y_o t+1)}{2} \right] dx . \tag{5.25}
\]

We let \(\zeta = y_o t+1\) and integrate by parts obtaining

\[
A = \frac{-2y_o^3}{(y_o t+1)^2} \int_1^{y_o t+1} \left[ \log \zeta - 1 \right]^2 - \log \zeta \right] d\zeta
\]

\[
= \frac{-2y_o^3}{(y_o t+1)^3} \left[ \log^2(y_o t+1) - \log(y_o t+1) \right] . \tag{5.26}
\]
Similarly

\[ B = \frac{-2}{(y_0 t + 1)^2} \int_0^t y^2 \left( \log(y_0 x + 1) - 1 + \frac{y_0^2 x^2}{2} \right) dx \]

\[ = \frac{-2y_0}{(y_0 t + 1)^2} \int_1^{y_0 t + 1} \frac{1}{\zeta^2} \left( \log \zeta + \frac{1}{2} \zeta^{-2} - \frac{3}{2} \right) d \zeta \]

\[ = \frac{2y_0}{3} \left( \log(y_0 t + 1) - \frac{1}{2} y_0^2 t^2 \right) . \]

And

\[ C = \frac{2}{(y_0 t + 1)^2} \int_0^t \left[ \left( \frac{y_0}{y} \right)^2 - \left( \frac{y}{y_0} \right)^2 \right] dx \]

\[ = \frac{2}{y_0 (y_0 t + 1)^2} \left[ \frac{1}{3} (y_0 t + 1)^3 + (y_0 t + 1)^{-1} - \frac{4}{3} \right] . \]

For \( y_0 \) positive, \( |A| \) and \( B \) are zero initially, remain less than a relatively small maximum, and then approach zero. On the other hand, \( C \) is like \( \frac{2}{3} t \) and we see that \( w \) will become of finite size when \( t \) is of the order of \( 16N^2 \). This will presumably be adequate range.

On the other hand, for \( y_0 \) negative, if we let

\[ \frac{y}{y_0} = \frac{1}{y_0 t + 1} = \rho \]

we must suppose that we have a range in which \( \rho \leq r \) where \( r \) is some predetermined value. Thus, if we assume \( |y| \leq 1 \) we may interpret Eq. (5.21) as conditions that

\[ r \log r \ll 1, \quad r^2 \ll 4N. \quad (5.29) \]
The first term and Eq. (5.26) will imply that in general the term \( A r^2 \) will be small. (The \( t \) range will be limited if \( y_o \) is negative.) Similarly, if we look at the dominant terms in \( B \) and \( C \), we see that Eq. (5.29) is adequate to yield that both \( B r/4N \) and \( C/(4N)^2 \) are small.

5.2 Example of \( \beta \) Errors

We shall give here an example of a differential system involving \( \beta \) errors. For simplicity we shall assume a first order equation in which no \( \alpha \) or \( \lambda \) errors are present. The equation we shall consider is

\[
\dot{x} + \frac{t}{t+1} x^2 - 2x + \frac{t+2}{t+1} = 0 \quad (5.30)
\]

with the initial condition

\[
x(0) = 1.
\]

Suppose that the integrator also functions as a noise generator. A noise generator whose output is "white" may be described by the "shot effect" perturbations described in § 3.4. For an individual integrator we may measure the output of this noise generator by supposing that we are integrating the equation

\[
\dot{x} = 0, \quad (5.31)
\]

say with \( x_o = 0 \).

Under these circumstances the output is the chance variable \( n_e^{-1} \) of Eq. (3.21) of § 3.4. This is a normally distributed variable whose variance is given by Eq. (3.22) of § 3.4. For one variable Eq. (3.22) becomes

\[
\sigma^2 = \sigma_o^2 n_o \int_{t_o}^{t} [Y(t,\zeta)]^2 d\zeta. \quad (5.32)
\]

For Eq. (5.31), \( Y(t,\zeta) \) is readily seen to be \( 1 \) for \( \zeta \leq t \) and consequently the mean square value of the output is

\[
\sigma^2(t) = \sigma_o^2 n_o(t - t_o). \quad (5.33)
\]
If \( t = t_0 + T, \quad \frac{s^2(t)}{T} = \sigma_o^2 n_o \); and, if the output is a voltage developed across a pure resistive load, \( R \), then the noise power of the output of the integrator is

\[
\frac{\sigma_o^2 n_o}{R}.
\]

Now let us return to Eq. (5.30). The unique solution is \( x = 1 \) for the initial value \( x(0) = 1 \). On the other hand, owing to the noise present the actual output will be given by a series

\[
x = 1 + n_{e1} + n_{e2}^2 + \ldots \quad (5.34)
\]

where \( n_{e1} \) is given by Eq. (3.17) or Eq. (3.21) of § 3.4 and \( n_{e2} \) by Eq. (3.23) of § 3.4.

Here again \( n_{e1} \) is a normally distributed variable whose variance is given by Eq. (5.32). However, to compute \( Y(t, \zeta) \) we must find the solution of

\[
\dot{y} - \frac{2}{t+1} y = 0 \quad (5.35)
\]

which for \( t = \zeta \) has the value 1. (Equation (5.35) is the equivalent of Eq. (3.5) in the present case and may be obtained as follows. Suppose the solution \( x \) of Eq. (5.30) depends on the variable \( \beta \) and take the partial derivative of both sides of Eq. (5.30) relative to \( \beta \). The result is

\[
\dot{y} + \left( \frac{2tx}{1+t} -2 \right) y = 0 \quad (5.36)
\]

where \( y = \frac{\partial x}{\partial \beta} \). If one sets \( x = 1 \) in Eq. (5.36), one obtains Eq. (5.35).]

From Eq. (5.35) one readily infers that

\[
Y(t, \zeta) = \frac{(t+1)^2}{(\zeta+1)^2} \quad . 
\]

(5.37)

Thus, Eq. (5.32) and Eq. (5.37) yield for the variance of the chance variable \( n_{e1}^2 \)

\[
\sigma^2 = \sigma_o^2 n_o \frac{1}{3} \left[ (1+t)^4 - (1+t) \right] . \quad (5.38)
\]
We can also use the discussion of § 3.4 to find the expected value of $n_e^2$, 
[Eq. (3.32)]. In the case of just one dependent variable, we may evaluate Eq. 
(3.32) simply by letting $u = i = k = l = h = 1$

$$E[n_e^2] = -\frac{1}{2} \sigma_o^2 n_o \int \int \int_{t_0}^t \int_{r_0}^r J^{-1} J_1 [Y(\zeta, r)]^2 Y(t, \zeta) \Gamma_1^1 (\zeta) d\zeta dr.$$  
(5.39)

From Eqs. (3.28) and (3.29) one has

$$\Gamma_1^1 = \frac{\partial^2 F_1}{\partial x^2} - 2J^{-1} \frac{\partial^2 F_1}{\partial x \partial x} (K_1^1) - J^{-2} \frac{\partial^2 F}{\partial x^2} (K_1^1)^2.$$  
(5.40)

One can verify by means of the discussion given before Eq. (3.10) that for Eq. 
(5.29), $J = 1$, $J_1^1 = 1$, $K_1^1 = 1$. Since Eq. (5.30) is linear in $x$, the 
second partials of $F$ relative to $x$ are zero and

$$\Gamma(\zeta) = \frac{2\zeta}{(\zeta+1)}.$$  
(5.41)

Thus, Eq. (5.39) becomes

$$E[n_e^2] = -\frac{1}{2} \sigma_o^2 n_o \int \int \int_{t_0}^t \int_{r_0}^r \frac{(t+1)^2}{(r+1)^4} 2\zeta (\zeta+1) d\zeta d\zeta dr$$

$$= \frac{1}{3} \sigma_o^2 n_o (t+1) \left[ -\frac{1}{3} (t+1)^4 + \frac{1}{2} (t+1)^3 - \frac{7}{6} (t+1) + 1\right]$$

$$+ (t+1) \log(t+1).$$

5.3 Mechanical Differential Analyzer

Consider a differential analyzer constructed by means of disk integrators, 
gears and differentials and certain suitable servo systems which eliminate load 
from the disk integrators and their inputs. The independent variable $t$ will 
be obtained from a uniformly rotating shaft. Thus, if $r$ denotes real time

$$\frac{dt}{dr} = r$$  
(5.42)

where $r$ is a constant.
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A servo system has an input and an output which we denote by \( Z \) and \( z \) respectively. Let \( T Z \) denote the torque exerted by the input and \( T z \) the torque exerted by the output of the servo system. It is possible, in general, to replace \( T Z \) by zero and we shall do so in our future discussions.

The output torque is proportional to the input signal and the latter in turn is proportional to \( Z - z \),

\[
T_Z = k^{-1} (Z - z) \tag{5.43}
\]

or

\[
z = Z - kT_z. \tag{5.44}
\]

For the present discussion, we shall suppose that an "integrator" consists of a disk integrator and three servo systems—one on the output and one on each of the two inputs, (cf. Fig. 1). If \( X \) denotes the output of the disk integrator and

![INTEGRATOR Diagram]

Figure 1

\( w \) and \( v \) the two inputs, the desired relation between these is

\[
\dot{X} = wv. \tag{5.45}
\]

The output \( X \) of the disk integrator is the input of a servo system with output \( x \). Thus, Eq. (5.44) yields

\[
x = X - kT_x. \tag{5.46}
\]

On the basis of the usual assumptions that the friction is proportional to \( r\dot{x} \) and that the inertia load is proportional to \( r^2x \),

\[
T_x = k_1 r\dot{x} + k_2 r^2 x. \tag{5.47}
\]
As long as the integrators do not load their inputs, it is reasonable to assume that $k_1$ and $k_2$ will be constant for a given problem. They will depend on the number of gears and differentials driven by the output of the servo system. We have postulated three servo systems to permit this assumption. If servo systems are not used on the inputs of the disk integrators, $T_x$ may be a much more complex function, although it is believed that in various individual problems it should be possible to obtain it.

We can combine Eqs. (5.45), (5.46) and (5.47) to yield

$$
\ddot{x} + d_1 \dot{x} + d_2 x = wv
$$

(5.48)

where

$$
d_1 = kk_1r
$$

$$
d_2 = kk_2r^2.
$$

(5.49)

Now $w$ and $v$ are also outputs of servo systems with inputs $W$ and $V$ respectively. The torque $T_w$ is proportional to $\dot{w}$,

$$
T_w = k_3 rv.
$$

(5.50)

From Eq. (5.43) we conclude

$$
w = W - d_3 \dot{w}
$$

(5.51)

where

$$
d_3 = kk_3 r.
$$

It is consistent with the usual practices in error analysis to replace $\ddot{w}$ by $\dot{W}$ in Eq. (5.51). We do this now but we shall return to this point at the end of this section. Thus

$$
w = W - d_3 \dot{W}.
$$

(5.52)
Similarly for $v$,

$$v = V - d_4 \dot{V}.$$  \hspace{1cm} (5.53)

Equations (5.48), (5.52) and (5.53) may be combined to yield

$$\ddot{x} + d_1 \dddot{x} + d_2 \dddot{x} = (W - d_3 \dot{W})(\dot{V} - d_4 \ddot{V}).$$  \hspace{1cm} (5.54)

We now briefly discuss the applications of the above to a specific set-up of the differential analyzer. We suppose this involves $n$ integrators in the above sense with outputs $x_1, \ldots, x_n$. For each output we obtain the equivalent of Eq. (5.54),

$$\ddot{x}_j + d_1 \dddot{x}_j + d_2 \dddot{x}_j = (W_j - d_3 \dot{W}_j)(\dot{V}_j - d_4 \ddot{V}_j).$$  \hspace{1cm} (5.55)

The $W_j$ and $V_j$ depend linearly on the $x$'s, Thus

$$W_j = a_{o j} + \sum_k a_{j k} x_k$$  \hspace{1cm} (5.56)

$$V_j = b_{o j} t + \sum_1 b_{j 1} x_1.$$  \hspace{1cm} (5.57)

Equation (5.55) represents the expanded set of $G$ equations used in Chapter 4, which replaces the correct relation

$$\ddot{x}_j = W_j \dot{V}_j.$$  \hspace{1cm} (5.58)

Now suppose $x_1', \ldots, x_n'$ is a correct solution of Eqs. (5.56), (5.57) and (5.58). Suppose the solution of Eqs. (5.55), (5.56) and (5.57) is in the form

$$x_1' + u_1', \ldots, x_n' + u_n'.$$

Substituting in Eqs. (5.56) we obtain

$$W_j = W_j' + \delta W_j$$  \hspace{1cm} (5.59)
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where

\[ W_j = a_{0j} + \sum_k a_{jk} x_k' \], \hspace{1cm} \delta W_j = \sum_k a_{jk} \delta x_k. \]

Similarly,

\[ \dot{V}_j = \dot{V}_j + \delta V_j \]  \hspace{1cm} (5.60)

where

\[ \ddot{V}_j + b_{0j} + \sum_l b_{jl} \dot{x}_l', \hspace{1cm} \delta \dot{V}_j = \sum_l b_{jl} \delta \dot{x}_l. \]

Equation (5.55) thus becomes

\[ \begin{align*}
\ldots & \quad u_j[d_2] \\
+ & \quad u_j[d_1] + \delta V_j[d_4 W'_j - d_3 d_4 W'_j] \\
+ & \quad \ddot{u}_j - \delta V_j[w'_j - d_3 \ddot{w}'_j] + \delta W_j[d_3 \dot{V}_j - d_3 d_4 \ddot{V}_j] \\
- & \quad \delta W_j[\dot{V}_j' - d_4 \ddot{V}_j'] + R_j + S_j = 0. \quad (5.61)
\end{align*} \]

Here we have collected the terms which are linear in \( u_j \) and its derivatives; \( R_j \) involves terms of higher degree than one in \( u_j \) and its derivatives; and \( S_j \) does not involve \( u_j \) or its derivatives at all,

\[ R_j = -\delta W_j(\delta \dot{V}_j - d_4 \delta \ddot{V}_j) + \delta W_j(d_3 \delta \dot{V}_j - d_3 d_4 \delta \ddot{V}_j) \]  \hspace{1cm} (5.62)

\[ S_j = d_1 x_j' + d_2 x_j'' + d_4 W'_j \dot{V}_j' + d_3 \dot{W}'_j \dot{V}_j' - d_3 d_4 \dot{W}'_j \dot{V}_j'. \]  \hspace{1cm} (5.63)
Now let * denote the operation of replacing $W_j$, $\dot{W}_j$, etc. by suitably chosen constants. The equivalent of Eq. (4.17) of Chapter 4 (that is, the homogeneous part of Eq. (5.61)) is

$$\begin{align*}
\dot{\lambda}^2 u_j[d_2] \\
+ \lambda [ u_j d_1 + \delta \dot{V} j (d_4 W_j^* - d_3 d_4 W_j^*) ] \\
+ [ \dot{u}_j - \delta \dot{V} j (W_j^* - d_3 W_j^*) + \delta \dot{W}_j d_3 \dot{V}_j^* - d_3 d_4 \dot{V}_j^* ] \\
+ [ - \delta W_j (\ddot{V}_j^* - d_4 \ddot{V}_j^*) ] = 0, \quad (5.64)
\end{align*}$$

although here the effective value of $\lambda$ is one.

The $\mu_o$'s correspond to the modes of

$$\begin{align*}
[\ddot{u}_j - \delta \ddot{V} j (W_j^* - d_3 W_j^*) + \delta \dot{W}_j d_3 \dot{V}_j^* - d_3 d_4 \dot{V}_j^* ] \\
+ [ - \delta W_j (\dddot{V}_j^* - d_4 \dddot{V}_j^*) ] = 0 \quad (5.65)
\end{align*}$$

while the $\nu_o$'s correspond to the modes of

$$\begin{align*}
\dddot{u}_j[d_2] \\
+ [ \dddot{u}_j d_1 + \delta \dddot{V} j (d_4 W_j^* - d_3 d_4 W_j^*) ] \\
+ [ \dddot{u}_j - \delta \dddot{V} j (W_j^* - d_3 W_j^*) + \delta \dot{W}_j d_3 \dot{V}_j^* - d_3 d_4 \dot{V}_j^* ] = 0 . \quad (5.66)
\end{align*}$$

The $\mu_o$'s and $\nu_o$'s are to be extended to $\lambda = 1$.

This is as far as one can go with a general theory. Further developments must involve assumptions on the relative sizes of the quantities introduced above. However, one might also attempt to carry through the above arguments in the case where one does not assume servo amplifiers on the inputs of the integrators. The output torque $T_x$ would then contain terms corresponding to the various integrators which receive $x_j$ as part of $W_i$ or $V_i$.
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The above discussion has been considerably simplified by the use of Eqs. (5.52) and (5.53) instead of

\[ w + d_3 \dot{w} = W \quad (5.67) \]
\[ v + d_4 \dot{v} = V \quad (5.68) \]

respectively. We believe the substitution of \( \dot{W} \) for \( \dot{w} \) and \( \dot{V} \) for \( \dot{v} \) in these equations would be the customary practice in error analysis and is justified. (Second approximations could also be used.) On the other hand it is possible to proceed using Eqs. (5.67) and (5.68) even though the result is far more complicated. It may be of interest to compare the relative complexity of the two procedures, and for this reason we indicate the process by which \( w \) and \( v \) can be eliminated between Eqs. (5.67), (5.68) and (5.48). We write the last \( L = wv \) where \( L = x + d_1 x + d_2 x \).

For symmetry in our treatment, we differentiate Eq. (5.68) and let \( \dot{v} = s, \dot{V} = S \). Thus our system of equations becomes

\[ w + d_3 \dot{w} = W \quad (5.67) \]
\[ s + d_4 \dot{s} = S \quad (5.69) \]
\[ L = ws \quad (5.70) \]

and we want to eliminate the \( w \) and \( s \).

Suppose that \( 0 < d_4 < d_3 \) and \( d_4 / d_3 = \rho \). Then, if we differentiate \( L = ws \) and multiply by \( d_4 \)

\[ d_4 \dot{L} = d_4 \dot{ws} + d_4 \dot{sw} \]

\[ = \rho (W - w)s + w(S - s) \quad (5.71) \]
\[ = -(1 + \rho) wS + \rho Ws + ws \]
\[ = -(1 + \rho) L + \rho Ws + ws. \]

Let

\[ M = (1 + \rho) L + d_4 \dot{L} \quad (5.72) \]
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We then have the equations
\[ M = wS + \rho Ws \]
\[ L = ws \]
from which we can eliminate \( s \) and obtain
\[ Sw^2 - wM + \rho WL = 0. \quad (5.74) \]
We can now eliminate \( w \) by using \( w + d_3w = W \). For differentiating Eq. (5.74) and eliminating \( w \) yields
\[ (2S - d_3S)w^2 - (2SW + M - d_3M)w + MW - d_3 \rho (WL + LW) = 0. \quad (5.75) \]
Thus we have two quadratic equations in \( w \) and the latter can be eliminated. The resulting equation is nonlinear and of the second order in \( L \), which means that it is of the fifth order in \( x \). While one could theoretically apply the methods of this paper to this situation, it is difficult to conceive of a situation in which this more complicated procedure would be of practical interest. If a more accurate analysis is desired the use of higher order approximations in Eqs. (5.67) and (5.68) would be preferred.

The authors have also considered the case in which torque amplifiers are used instead of servo systems. The results are similar but more complicated.

5.4 Sensitivity in the Constant Coefficient Case

Because of the great practical importance of linear differential equations with constant coefficients we shall consider certain phenomena which arise in such systems. The constant coefficient case has been treated by other authors (cf.: Brock and Murray, Macnee, Raymond, loc. cit.). In the examples which follow we shall give a discussion which can be generalized to \( n \)th order systems. The complete analysis will be given in a future paper.

We shall consider the effects of \( a \) errors in the coefficients. Normally the original differential equations are analytic in these parameters. If this be the case, the usual existence theorems show that the solutions are also analytic in the \( a \), and hence we may differentiate the solutions relative to \( a \) to obtain the coefficients of \( e^{j}\) error terms (see Eq. (3.35)). However, while the solutions are analytic in \( a \), the characteristic roots need not be. Consider the simple example
\[ x = -3x + (1 - a)y \]
\[ y = -x - y \]
\[ (5.76) \]
where the "a" that appears is an error in our usual definition. The characteristic roots of Eq. (5.76) are

\[ \lambda_1 = -2 + \sqrt{a} \quad , \quad \lambda_2 = -2 - \sqrt{a} \]

and are clearly not analytic in \( a \) at \( a = 0 \). The analyticity of the solutions

\[
x(t) = x_0 e^{-2t} \left( \cosh \sqrt{a} \ t - \frac{1}{\sqrt{a}} \ \sinh \sqrt{a} \ t \right) + y_0 e^{-2t} \frac{1 - a}{\sqrt{a}} \ \sinh \sqrt{a} \ t
\]

\[
y(t) = -x_0 e^{-2t} \left( \frac{1}{\sqrt{a}} \ \sinh \sqrt{a} \ t \right) + y_0 e^{-2t} \left( \cosh \sqrt{a} \ t + \frac{1}{\sqrt{a}} \ \sinh \sqrt{a} \ t \right)
\]
is guaranteed by our existence theorems.

Suppose we have a linear differential equation with constant coefficients which has a characteristic root \( \lambda \) of multiplicity \( m \). Then if we consider the same linear differential equation with a non-homogeneous term of the form \( e^{\lambda t} \), the term in the solution corresponding to this non-homogeneous term is of the form \( t^m e^{\lambda t} \). In analogy with physical systems we shall sometimes call "characteristic roots" by the name "characteristic frequencies" and call the non-homogeneous term a "forcing function". We shall refer to the phenomena that occur when a forcing function \( f(t) \) contains a characteristic frequency as resonance, or say that the function \( f(t) \) resonates (with respect to the given differential equation).

Now we will show that when a system with constant coefficients

\[
x_i = \sum_j a_{ij}(\alpha) x_j
\]

(5.77)

contains an error parameter \( \alpha \) in the coefficients, the final error involves a resonance. For, let

\[
y_i = \frac{\partial x_i}{\partial \alpha}.
\]

(5.78)

Then \( y_i \) satisfies

\[
\dot{y}_i = \sum_j a_{ij}(\alpha) \ y_j + \sum_j \frac{\partial a_{ij}}{\partial \alpha} \ x_j.
\]

(5.79)
Since \( x_j \) is a solution of Eq. (5.77), the forcing term
\[
\sum_j \frac{\partial a_{ij}}{\partial a} x_j
\]
of Eq. (5.79) is a linear combination of exponentials \( t^r e^{\lambda t} \) where \( \lambda \) is a
characteristic root of the system of Eq. (5.77) with multiplicity exceeding \( r \).
Since the homogeneous portions of Eq. (5.79) are the same as those of Eq.
(5.77), the \( y_i \) will contain resonance terms. In particular if \( \lambda \) is of
multiplicity \( m \), \( y_i \) may contain terms of the form \( At^{2m-1}e^{\lambda t} \) or similar
terms involving lower powers of \( t \).

How badly an error resonates depends not only on the multiplicity of a char-
acteristic root but also on the Jordan normal form of the matrix of the system.
Suppose we have the system of Eq. (5.77) which we write in vector form as
\[
\dot{x} = Ax \tag{5.80}
\]
where \( x \) and \( \dot{x} \) are column vectors and \( A \) is the coefficient matrix. Then
we know there exists a non-singular square matrix \( M \) such that \( B = MAM^{-1} \)
is in Jordan normal form.

Now let \( y = MxM^{-1} \). Then applying \( M \) on the left and \( M^{-1} \) on the right
to Eq. (5.80) we obtain
\[
\dot{y} = M\dot{x}M^{-1} = MAM^{-1} = MAM^{-1}MxM^{-1} = By. \tag{5.81}
\]
Equation (5.81) consists of blocks of equations of the form
\[
\begin{align*}
\dot{y}_j &= \lambda y_j \\
\dot{y}_{j+1} &= y_j + \lambda y_{j+1} \\
&\vdots \\
\dot{y}_{j+k} &= y_{j+k-1} + \lambda y_{j+k}.
\end{align*}
\]
Such a block is solved in the form
\[
y_j = A_j e^{\lambda t}
\]
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\[ y_{j+1} = A_{j+1} e^{\lambda t} + A_j t e^{\lambda t} \]

\[ y_{j+2} = A_{j+2} e^{\lambda t} + A_{j+1} t e^{\lambda t} + A_j \frac{t^2}{2!} e^{\lambda t} \]

\[ \vdots \]

\[ y_{j+k} = A_{j+k} e^{\lambda t} + A_{j+k-1} t e^{\lambda t} + \ldots + A_j \frac{t^k}{k!} e^{\lambda t} \]

where the \( A_j, A_{j+1}, \ldots, A_{j+k} \) for the different blocks are independent constants of integration. Consequently, the highest power, \( m \), of \( t \) associated with a given \( \lambda \) in the solution is one less than the maximum length of a block for this \( \lambda \) rather than the multiplicity of \( \lambda \). Resonance is associated with the terms which are not in purely exponential form.

We illustrate the phenomenon of resonance with a simple example. Consider the system of differential equations

\[
\begin{align*}
\dot{x} &= -k^2 x + \alpha y \\
\dot{y} &= x - k^2 y + \alpha z \\
\dot{z} &= \alpha y - k^2 z
\end{align*}
\]

(5.82)

where \( k \) is a real constant, \( \alpha \) is an \( \alpha \) parameter. Clearly, this system is analytic in \( \alpha \) and has the normal form of Eq. (5.80) (with \( \lambda = -k^2 \) at \( \alpha = 0 \)). The characteristic roots of Eq. (5.82) are \( \lambda_1 = -k^2 \); \( \lambda_2 = -k^2 + \sqrt{2\alpha} \); \( \lambda_3 = -k^2 - \sqrt{2\alpha} \), and three linearly independent solutions are

\[
\begin{align*}
\varphi_1(t) &= e^{-k^2 t} \\
\varphi_2(t) &= e^{-k^2 t} \cosh \sqrt{2\alpha} t \\
\varphi_3(t) &= e^{-k^2 t} \sinh \sqrt{2\alpha} t.
\end{align*}
\]
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The general solution of Eq. (5, 82) for the boundary conditions
\( x(0) = x_0, \ y(0) = y_0, \ z(0) = z_0 \) is:

\[
x = x_0 \left[ \frac{1}{2} \varphi_1 + \frac{1}{2} \varphi_2 \right] + y_0 \left[ \frac{\sqrt{a}}{\sqrt{2}} \varphi_3 \right] + z_0 \left[ -\frac{a}{2} \varphi_1 + \frac{a}{2} \varphi_2 \right]
\]

\[
y = x_0 \left[ \frac{1}{\sqrt{2a}} \varphi_3 \right] + y_0 \left[ \varphi_2 \right] + z_0 \left[ \frac{\sqrt{a}}{\sqrt{2}} \varphi_3 \right]
\]

\[
z = x_0 \left[ -\frac{1}{2a} \varphi_1 + \frac{1}{2a} \varphi_2 \right] + y_0 \left[ \frac{1}{\sqrt{2a}} \varphi_3 \right] + z_0 \left[ -\frac{1}{2} \varphi_1 + \frac{1}{2} \varphi_2 \right].
\]

Differentiating \( x, y, z \) with respect to \( a \) and then setting \( a = 0 \) gives us the coefficients \( \frac{\partial x}{\partial a}, \frac{\partial y}{\partial a}, \frac{\partial z}{\partial a} \) in the \( \epsilon \) error terms. We find in this example that

\[
\left( \frac{\partial x}{\partial a} \right)_{a=0} = x_0 \left[ \frac{1}{2} t^2 e^{-k^2 t} \right] + y_0 [t e^{-k^2 t}] + z_0 [0]
\]

\[
\left( \frac{\partial y}{\partial a} \right)_{a=0} = x_0 \left[ t^3 e^{-k^2 t} \right] + y_0 \left[ t^2 e^{-k^2 t} \right] + z_0 \left[ t e^{-k^2 t} \right]
\]

\[
\left( \frac{\partial z}{\partial a} \right)_{a=0} = x_0 \left[ \frac{4}{12} e^{-k^2 t} \right] + y_0 \left[ \frac{t^3}{3} e^{-k^2 t} \right] + z_0 \left[ \frac{1}{2} t^2 e^{-k^2 t} \right]
\]

and hence that except for certain special boundary conditions the error varies as the fourth power of the time.