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ABSTRACT

Three problems were chosen so as to explore some of the apparent limitations of describing function technique for the analysis of nonlinear systems, and to show how the technique might be extended so as to overcome the indicated deficiencies. The problems were a) the effects of stick and valve friction in fully powered, manual aircraft control systems, b) limit cycles in satellite attitude control with off-on jets, and c) the effects of aero-

dynamic hysteresis in the stability derivatives of tilt-wing VTOL aircraft.

The results indicate that new describing functions can be developed as closed-loop functions provided that specific restrictions are met, that non-sinusoidal, Fourier series describing functions or a generalized peri-

odic input describing function can be successful, but that they are extra-

ordinarily difficult to apply, and that the aerodynamic nonlinearities which were considered are of small practical importance.
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CHAPTER I
INTRODUCTION AND SUMMARY

The theory of linear control system analysis is a beautiful structure, both elaborate and complete. Unfortunately, however, many engineering problems must be stated in such an account for nonlinear phenomena. In these cases, there is no workable general theory. Nevertheless, there are a very large number of "methods" which allow more or less approximate answers to the most pressing questions of design. But the bewildering variety of methods makes it difficult to select the one or two most likely to yield useful results and to distinguish that which is important from that which is merely interesting.

Confusion is compounded when several approximate methods give quite different answers to the same problem or, equally, when there is no alternative to a single method which might serve as a basis for comparison. With an embarrassment of riches, or dirt-poor, the analyst is in the uncomfortable position of being unable to satisfy himself that he understands the dynamic behavior of the system. Since any failure on his part to discover the secrets of the mechanism can lead to the most unpleasant surprises for its builders or users, it is a matter of surpassing importance to know where and how to use the several methods.

While there have been a number of earnest attempts to describe and compare the various engineering methods of nonlinear control system analysis (Ref's. 1, 2, 3 among others), both the study and physical synthesis of nonlinear control systems are still in a distressingly unsatisfactory state. This is in spite of a large amount of applied research accomplished each year and the continuing development of new methods. One still promising concept, however, is the general idea of quasi-linearization (Ref's. 1, 2, 3, 4, 5, 6). Quasi-linearization leads directly to the development of describing functions, and these have repeatedly been shown to have an outstanding utilitarian value in the analysis of nonlinear systems.

In order to characterize a system element in terms of cause and effect relationships, the analyst requires a "mathematical model" which responds to a given input in a fashion which closely approximates the response of the actual physical element. It is, of course, well known that for systems or elements described by linear, constant-coefficient equations, the weighting
function or its Laplace transform, the transfer function, allows the analyst to predict the response to any input. The system or element is then described mathematically as an entity which is independent of both the input and response.

In a nonlinear system, on the other hand, some of the system parameters depend upon the values of the dependent variables which define the system's response. In this case, the system cannot be characterized as a separate entity and the behavior of the system is a function of particular inputs and initial conditions. In spite of this, in a great many nonlinear systems of interest, specific input-response pairs appear to be similar to input-response pairs for linear systems. This similarity most strongly suggests that the performance of nonlinear elements, for certain inputs, can be divided into two parts:

1. The response of a linear element driven by the particular input.

2. An additional quantity called the remnant.

This general idea leads to the concept of quasi-linearization, which emphasizes the similarities, rather than the differences, between linear and nonlinear systems. A quasi-linear system is one in which the relationships between pertinent measures of system input and output signals are linear in spite of the existence of nonlinear elements. The quasi-linear system is an exact representation of the nonlinear system for specific inputs.

A particular quasi-linear system is found from the actual nonlinear input-system combination by replacing the nonlinear elements with "equivalent" linear elements characterized mathematically by describing functions and remnants. Each equivalent linear element is derived from consideration of the response of the corresponding nonlinear element to a specific input. The new linear system has the same response to the input in question as the original nonlinear system. If only an appropriate quasi-linear system can be found, the analysis problem is easily solved.

Describing Function Technique

In principle, the partition of an output response into two components, one linearly connected with the input and the other a remnant, can be accomplished for almost any combination of nonlinear elements and inputs. In actual systems,
however, interest is centered upon the system as a whole, and not on its constituent elements. Consequently, the fact that a quasi-linear equivalent can be found for a particular nonlinear element is of very little value unless this knowledge can be converted into a precise, or usefully approximate, quasi-linear system model. The difficulties encountered here stem from the presence of feedback loops within the system. The actual input signal to a particular nonlinear element is required in order to construct the quasi-linear representation for the element. Because of the feedbacks, the input to the nonlinear element can only be found by solving for the system response. Since this was the problem in the first place, little would appear to be gained by knowing the quasi-linear description of a given nonlinear element excited by a particular input signal.

In some cases, however, the signals existing within the system at the inputs to the nonlinearities are, in fact, exactly the ones for which quasi-linear element representations are easily found. In these fortunate circumstances, the quasi-linear representation for the nonlinear elements can be substituted for the actual elements to obtain an exact linear representation of the nonlinear input-system combination. In many other cases, the signals at the inputs to the nonlinearities are quite similar to the ones for which describing functions and remainants are known or can be found. Then the quasi-linear representations of the nonlinear elements are substituted for the actual nonlinearities in order to obtain a close first approximation to the quasi-linear system. This process is often identified as the describing function technique, but a more sophisticated view is that describing function technique is the means of developing a quasi-linear system at any suitable level of approximation.

Describing function technique becomes useful when:

1. It can be generalized for a whole category or class of inputs.
2. When it can be shown that the describing function of a given nonlinear element is unique, i.e. the describing function does not depend on the system of which the nonlinearity is a part.
3. When it can be shown, or at least believed, that the effect of the remainant on the input to the nonlinear element is negligible.

Under these circumstances, it is possible to develop a practical catalog of nonlinear element, input-response pairs in terms of describing functions, and
the describing functions act as linear operators. Then, by means of linear
analysis, the performance of an approximate (or very rarely an accurate) quasi-
linear system may be quickly found, and the analyst can expect congratulations.

Varieties of Describing Functions

In the light of the discussion above, it may be readily appreciated that
there is a tremendous variety of potentially useful describing functions. Since,
for any given nonlinearity, there is a describing function appropriate to each
input, and since, in a feedback system, the input to the nonlinearity depends
both on the input to the system and the action of the entire system in producing
the response, so that the input to the nonlinearity depends on its place in and
function with respect to the system; while, in addition, it is possible to
define the "equivalent linear element" in several suitable ways; there is some-
thing like a triple infinity of all possible describing functions. Only a
very few of these have been developed to any extent whatever. Naturally, the
ones which have received the most attention are the ones which lead most rapid-
ly and easily to practical quasi-linear systems.

Corresponding to the three main categories of test input functions which
are employed in linear analysis, there are three main types of describing
functions:
1. Transient (actually step) input describing functions.
2. Periodic (usually sinusoidal) input describing functions.
3. Stationary random input describing functions.

Transient input describing functions are of more conceptual than practical
interest. They cannot be developed in as general and as satisfactory a form
as the others. In truth, consideration of Chen's paper (Ref. 4) shows how
quickly the analyst is confounded by the fact that both describing function
and remnant are determined to a large extent by the system rather than by the
nonlinearity itself. Thus, while it may well be advantageous to use Chen's
methods to construct a quasi-linear system for a transient input problem, the
result cannot be generalized and it is impossible to tabulate transient input
describing functions for particular nonlinearities.

Sinusoidal input describing functions have been quite thoroughly explored
for many, but by no means all, interesting definitions of equivalence and
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nonlinearities (Vide Refs. 1 and 3.) They have a surprising importance in the analysis of nonlinear control systems because they are particularly amenable to the determination of oscillatory stability. It has been repeatedly shown that their use often produces good results with a minimum of effort. Furthermore, the use of sinusoidal input describing functions permits the extension to nonlinear control systems of the well-known harmonic or frequency response method of designing equalizing or compensating networks. This is a tremendous and almost unique advantage. Remnant data, however, are notably lacking in many cases. Only Graham and McKinsey (Ref. 1) and Leona (Ref. 5) seem to have concerned themselves specifically with the use of the remnant to construct second or higher approximation quasi-linear systems.

Finally, the stationary random input describing functions can be developed in a fairly general way if the input has a Gaussian amplitude distribution and the effect of the nonlinear element on the performance of the system is not too large. The real significance of random input describing function analysis where these conditions are not met is not well understood. In particular, the effect of the remnant on the performance of the system has not been thoroughly evaluated. Under favorable circumstances, when the describing functions have been formulated analytically, or measured experimentally, the Gaussian, random input describing function may be employed to predict the response and accuracy of the system under dynamic conditions, but examples of such calculations are comparatively rare.

Extension of Describing Function Technique

With the view that describing function technique is the means of developing a quasi-linear systems at a suitable level of approximation, and recognizing that, as in all nonlinear analysis, the choice of the best means depends on the particular problem, it was thought that the most profitable extensions of describing function technique would derive from realistic endeavor to develop new or more accurate quasi-linear systems.

The research reported here revolved around an attempt to formulate and analyze selected quasi-linear systems. Preference was accorded to two types of problems.
1. Systems with periodic outputs in which it was known or suspected that conventional first approximation sinusoidal describing function analysis had failed.

2. Systems with random inputs.

The choices were made so as to have direct relevance to flight control problems of modern aerospace vehicles.

**Summary of the Report**

There is explored, in Chapter II, a technique for building new sinusoidal describing functions for system elements with internal feedback paths. A manual control system for a high performance airplane is used as an example. It is shown that the technique may work, but that the restriction that the effect of the remnant be negligible at the input to the nonlinearity must be observed. This analysis sharpens our understanding of the use of sinusoidal input describing functions.

Consideration of reaction jet control of satellite attitude suggests a means of developing a generalized describing function for system with periodic outputs. We attempted to apply the generalized describing function concept to this problem. Because of the peculiar nature of the problem, however, the results were less than completely satisfactory, but it may very well be that the method will enjoy more success in connection with more tractable systems. A discussion of the method together with suggestions for its use is contained in Chapter III.

A mathematical study of pilot control of a VTOL aircraft configuration with prominent aerodynamic nonlinearities is set forth in Chapter IV. The study illustrates the use of the random input describing function for hysteresis, but the results were not very dramatic. It turned out that pilot control of the vehicle motions suppressed the effect of the nonlinearities and that such effect as they did have was, on the whole beneficial. This result was somewhat surprising.
CHAPTER II
BUILDING SINUSOIDAL DESCRIBING FUNCTIONS

Describing function technique is most often an approximate method of analysis. It is, therefore, important to explore the limitations on its use. The analysis of particular nonlinear flight control systems, with careful attention to the processes of quasi-linearization and the effect of the remnant, would seem likely to indicate techniques which might find more general application. This would be especially true in those cases where the results of the describing function analysis could be compared to other analytical or experimental results. Among the problems selected for detailed study, with these objectives in mind, were the effects of Coulomb friction in the manually controlled valve of a fully powered aircraft surface actuator, and the effects of Coulomb friction in a non-compliant aircraft control system linkage. The generally external effects of valve and control system friction are described in the survey article by Glenn (Ref. 7). Our interest, however, and the motivation for applying describing function technique lies in the fact that control system nonlinearities may play a surprisingly important role in the development and destabilization of pilot induced oscillations (Refs. 8 and 9). These oscillations typically are, in fact, limit cycles of the pilot vehicle system, and as such they may be amenable to analysis by means of quasi-linearization about a condition of periodic oscillation.

The describing functions chosen for study, besides being of practical importance in themselves, illustrate a technique for building up the describing functions of complex system elements, by means of block diagram algebra, from the describing functions of simple elements. This technique is obviously capable of handling problems other than the ones to which it has been applied.

Valve and Stick Friction

Figure 2-1 shows schematically a typical aircraft control system including a fully powered hydraulic actuator. Friction, of course, acts in the bearings of the control linkage and may also act at points such as fairleads which are not illustrated. In addition to friction in the linkage; friction acts to restrain the valve. (The friction here is primarily generated at the seal.
Figure 2.1. Aircraft Control System Schematic
rather than, for example, between the lands of the spool and the valve housing.)

We assume in both cases that the friction is Coulomb friction, i.e. the friction opposes velocity and is independent of speed as long as a motion exists. When there is no motion, it should be apparent from physical considerations that the friction force must exactly oppose and balance the applied force. This characteristic is illustrated in Figure 2-2. We neglect the wall

![Figure 2-2. Coulomb Friction](image)

known fact that the starting friction (stickage) may exceed the running friction and we assume, in this case, that starting and running friction have the same value.

For the purposes of the analysis we shall consider first valve friction acting alone, and then stick friction acting alone.

Ashkennes (Ref. 10) carried out the particular approximate analysis of the effect of valve friction which follows. It was not published partly because of some skepticism (even on the part of the author) concerning the validity of the assumption on which the analysis was based, but, at the same time, it was always considered to be an intriguing example of a technique for building complex describing functions from simple ones. We shall see later that the questionable assumption can be justified in this case. The same type of analysis, however, is inappropriate and misleading in the seemingly closely related problem of stick or linkage friction. Understanding of the careful distinction which must be drawn between these two cases is helpful in es-
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tablishing some of the limits on the validity of sinusoidal describing functions in general, and of the "building" technique in particular.

Approximate Analysis of Valve Friction

Assume the system to be represented by the schematic diagram of Figure 1. Under suitable assumptions (Ref. 11), the actuator can be considered to be a first order servomechanism whose actuating signal \( x_d \) is proportional to the difference between the control linkage displacement, \( x_1 \), and the actuator output, \( x_0 \). The inertial reaction and any viscos friction forces in the control linkage are assumed negligible compared to the applied stick force, \( f_s \), and the force supplied by the feel spring, \( K_f \). Then, with all the forces reflected to the stick, the system may be represented by the block diagram of Figure 2-3. The effect of valve friction is included by assuming that a Coulomb friction force \( F_r \) is reflected at the stick grip. Note that in the block diagram this requires a differentiator acting on the difference between the servo input and output signals, followed by a \( \text{sgn} \) function nonlinear block. (Note further that the \( \text{sgn} \)s inherent in the adding linkage have been taken to be unity.)

![Figure 2-3. Block Diagram—Aircraft Control System with Valve Friction](image)
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Summing the forces acting on the stick:

\[ + F_\alpha - X_L \dot{X}_L - F_T \text{sgn} \dot{X}_\alpha = 0 \]  
(2-1)

We are interested in the case in which \( F_T(t) = F_a \sin \omega t \) and the system is undergoing a periodic oscillation. In this case, representation of Coulomb friction by an "equivalent" viscous friction has a history which antedates describing function analysis as such (Ref. 12). Nevertheless, since we have been taught that the success of describing function analysis is likely to be dependent on the attenuation of the remnant (higher harmonics) by integrations in the control loop, we perhaps should be uneasy about applying describing function analysis here where we have a differentiator in the loop. (The differentiator certainly will accentuate the higher harmonics.) If, however, we overcome our reluctance and barge ahead, we may assume that \( x_e \) is a sinusoidal signal and that \( F_T \text{sgn} \dot{X}_e \) can be adequately approximated by the first harmonic component of the Fourier series for the square wave which is the friction force. A sinusoidal \( \dot{X}_e \), and the friction force are illustrated in Figure 2-4. The coefficient for the first term of the Fourier series for the square waveform,

\[ F_T \text{sgn} \dot{X}_e = \frac{\hat{F}_T}{\pi} \left[ \sin \omega t + \frac{\sin 3\omega t \cdots}{3} \right], \]

is \( \frac{\hat{F}_T}{\pi} \), and the amplitude ratio or equivalent gain of a linearity is \( \frac{\hat{F}_T}{\pi}(\dot{x}_e)_{\text{max}} \). From the block diagram of Figure 2-3, replacing the nonlinear block by its equivalent gain

\[ \frac{F_a - \frac{\hat{F}_T}{\pi}(x_e)_{\text{max}}}{s(x_e)_{\text{max}}} s(X_L - X_0) = K_v X_L \]  
(2-2)

or

\[ F_a = X_L \dot{X}_L + \frac{\hat{F}_T}{\pi}(\dot{x}_e)_{\text{max}} s(X_L - X_0) \]
but

\[
\frac{X_0}{X_s} = \frac{1/T_s}{1+1/2s} = \frac{i}{T_s+\frac{i}{2}}
\]  

(2.3)

or

\[
X_s = (2s + 1) X_0
\]

therefore

\[
P_s = \left[ K_s(T_s + 1) + \frac{u_d}{\pi(\delta_e)_{\text{max}}} s(T_s + 1) - 1 \right] X_0
\]

or

\[
\frac{X_0}{P_s} = \frac{\frac{1}{K_s} - \frac{\frac{4\pi T_s}{\pi(\delta_e)_{\text{max}}}}{\frac{2}{s^2 + T_s + 1}}}{\frac{1}{K_s} - \frac{\frac{\frac{4\pi T_s}{\pi(\delta_e)_{\text{max}}}}{s^2 + T_s + 1}}}{\frac{s^2}{s^2 + T_s + 1}}
\]

(2.4)

\[
= \frac{1/\omega}{{s^2 + T_s + 1}}
\]

\[
\omega = \frac{K_s(\delta_e)_{\text{max}}}{u_d}
\]

where

Now for \( f_s(t) = \frac{\omega_s a_0}{s^2 + \omega_0^2} \)

then

\[
X_0(s) = \frac{\frac{\omega_s a_0}{K_s}}{\frac{2}{s^2 + \omega_0^2}} \frac{1}{\frac{\frac{\omega_s a_0}{2}}{s^2 + T_s + 1}}
\]

12
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and

\[ X_\theta(s) = X_\lambda(s) - X_\phi(s) = (26 + 1 - 1) X_\phi(s) \]

\[ = \frac{\rho_B^2 \mu_B^2 \rho_B}{K_\lambda(s - \nu_\phi)} \left( \frac{\rho_B}{s + \rho_B^2 \nu_\phi} \right) \]

\[ (2.5) \]

Inverse transforming, using pair 1.399 of the table in Ref. 15, retaining only the steady state component

\[ X_\lambda(t) = \frac{\rho_B^2 \mu_B^2 T}{K_\lambda} \left( \frac{1}{\rho_B^2} \right) \left( \frac{\rho_B^2}{(\rho_B^2 - \rho_B^2)^2 + \rho_B^2 \rho_B^2} \right)^{1/2} \sin(\rho_B t + \phi) \]

\[ (2.6) \]

so that

\[ (\dot{x}_\lambda)_{\text{max}} = \frac{\rho_B^2 \mu_B^2 T}{K_\lambda} \left( \frac{1}{\rho_B^2} \right) \left( \frac{\rho_B^2}{(\rho_B^2 - \rho_B^2)^2 + \rho_B^2 \rho_B^2} \right)^{1/2} \]

\[ (2.7) \]

but

\[ \rho_B^2 = \frac{nK_\lambda}{1 + \frac{T}{\rho_B^2}} \]

\[ (2.8) \]

or:

\[ a_\lambda \left[ 1 - \left( \frac{\rho_B^2}{a_\lambda} \right)^2 \right] = \left( \frac{\rho_B^2}{a_\lambda} \right) \left[ 1 - \left( \frac{\rho_B^2}{a_\lambda} \right)^2 \right] \]

\[ (2.9) \]

Expanding the left hand side

\[ a_\lambda \left[ 1 - \left( \frac{\rho_B^2}{a_\lambda} \right)^2 \right] = \left( \frac{\rho_B^2}{a_\lambda} \right) \left[ 1 - \left( \frac{\rho_B^2}{a_\lambda} \right)^2 \right] = a_\lambda \]

and rearranging terms:

\[ a_\lambda \left[ 1 + \left( \frac{\rho_B^2}{a_\lambda} \right)^2 \right] = \left( \frac{\rho_B^2}{a_\lambda} \right) \left[ 1 - \left( \frac{\rho_B^2}{a_\lambda} \right)^2 \right] = \]

\[ (2.10) \]
Now for modern flight control system actuators, typically $T \leq 0.05$ sec., and considering pilot induced oscillations, $a_w \leq 2x$ sec$^{-1}$, so $T^2a_w^2 \ll 1$. Then:

\[
\alpha_s^2 = \frac{\omega_n^2}{\omega_0^2} \cdot \frac{1}{\left[ 1 - \left( \frac{\pi F_p}{2T_f} \right)^2 \right]} \left[ 1 - \left( \frac{\pi F_p}{2T_f} \right)^2 \right]
\]

(2-11)

\[
\omega_n^2 = \omega_0^2 \cdot \frac{1}{1 - \left( \frac{\pi F_p}{2T_f} \right)^2}
\]

Now since $(\pi F_p/2T_f)$ can be greater than 1, but $\omega_n^2$ must be positive we retain only the positive sign.

Substituting the expression

\[
\omega_n^2 = \omega_0^2 \left[ 1 + \frac{\pi F_p}{2T_f} \right]
\]

in Eq. 2-11:

\[
\frac{X_0}{F_p} = \frac{1}{X_T} \cdot \frac{1}{\omega_0^2 + \frac{\pi F_p}{2T_f} + \pi \nu + 1}
\]

(2-12)

*This assumption is not necessary and is made only for convenience in carrying out the algebra. We may still solve for the describing function without it, but the expressions are messy and less instructive.*
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and evaluating the describing function at the frequency \( \omega = \omega_0 \), so that

\[ s = j \omega_0, \quad s^2 = -\omega_0^2 \]

\[ \frac{X_0}{F_s} = \frac{1}{K_T} \left( T \omega_0 + \frac{1}{s^2} \right) \frac{1}{1 + \left( \frac{\pi F_p}{F_s} \right) \left( \frac{s}{\omega_0} \right)} \]

\[ X_0 \left( \frac{F_p}{F_s} \right) = \left( \frac{1}{K_T} \right) \left( \frac{\pi F_p}{F_s} \right)^{-1} \frac{1}{1 + \left( \frac{\pi F_p}{F_s} \right) \left( \frac{s}{\omega_0} \right)} \]

\[ = \frac{1}{K_T} \left( 1 + \frac{h F_p}{F_s} \right)^{-1} \frac{1}{1 + \left( \frac{\pi F_p}{F_s} \right) \left( \frac{s}{\omega_0} \right)} \]

\[ \text{or, with } \pi F_p \ll 1 \text{ and also } F_p < 1 \text{ (or there would be no motion!)}: \]

\[ \frac{X_0}{F_s} \approx \frac{1}{K_T} \left( 1 + \frac{h F_p}{F_s} \right) \left( \frac{X_0}{F_s} \right) \approx \tan^{-1} \left( \frac{h F_p}{F_s} \right) \]

The closed loop sinusoidal describing function for the manual control system with valve friction shows that both gain and time constant (phase lag) are augmented by the factor \( \left( 1 + \frac{h F_p}{F_s} \right) \). The effect of friction on the performance of the system in both respects is destabilizing. We might therefore expect this describing function to be of some usefulness and importance in establishing the conditions for a pilot-vehicle oscillation.
It is worth remarking that this describing function is one of very few
interesting, frequency-dependent, describing functions. Others, obtained in
the same way, would not have sine wave inputs in most practical cases.

Extension to the Case of Stick Friction

Emboldened by the possible success of the analysis given above, it is
tempting to apply the same technique to the calculation of a describing func-
tion for the case of stick friction acting alone and to the calculation of a
describing function for valve and stick friction acting together. There is
no impediment to doing this, although as it turns out there may be no very
good reason for doing so.

Consider the situation in which stick friction acts alone. Again it is
assumed that inertial reaction and viscous friction forces in the control
system are negligible compared to the applied force and the feel spring force.
The control system is assumed to have no compliance. Then the portion of the
system of concern can be represented by the block diagram of Figure 2-5.

![Figure 2-5: Block Diagram — Control Stick with Linkage Bearing Friction](image)

Again, assuming the signal \( \dot{x}_1 \) to be sinusoidal, and replacing the non-
linear Coulomb friction block by an "equivalent" gain \( \frac{b}{s(\dot{x}_1)_{\text{max}}} \), the closed
loop describing function can be written by inspection:

\[
\frac{X_1}{F_s} = \frac{1/K_f}{1 + \frac{1}{K_f} \frac{b}{s(\dot{x}_1)_{\text{max}}}} \tag{2-14}
\]
Let \( \tau = \frac{1}{K_T} \tau (\dot{x}_1)_{\text{max}} \), then

\[
\frac{\ddot{x}_1}{P_x} = \frac{1}{K_T} \frac{\dot{x}_1}{1 + \tau s}
\]

and evaluating this describing function at \( s = \omega_b \)

\[
\frac{\ddot{x}_1}{P_x} (\omega_b) = \frac{1}{K_T} \frac{\dot{x}_1 (\omega_b)}{1 + \tau \omega_b}
\]

and

\[
|\ddot{x}_1 (\omega_b)| = (\dot{x}_1)_{\text{max}} = \frac{P_x}{K_T} \left[ -\frac{\omega_b}{\sqrt{1 + \tau^2 \omega_b^2}} \right]
\]

\[
(\dot{x}_1)_{\text{max}}^2 (1 + \tau^2 \omega_b^2) = \left( \frac{P_x \omega_b}{K_T} \right)^2
\]

\[
(\dot{x}_1)_{\text{max}}^2 + \left( \frac{4b}{K_T} \right)^2 \omega_b^2 = \left( \frac{P_x \omega_b}{K_T} \right)^2
\]

Therefore

\[
(\dot{x}_1)_{\text{max}} = \frac{P_x \omega_b}{K_T} \sqrt{1 - \left( \frac{4b}{KP_x} \right)^2} \quad \text{(2-15)}
\]

Substituting this result in Eq. 2-14:

\[
\frac{X_1}{P_x} = \frac{1/\omega_b}{1 + \left( \frac{\omega}{\omega_b} \right)^2} \frac{1}{\sqrt{1 - \left( \frac{4b}{KP_x} \right)^2}} s
\]
\[ \frac{X_f}{F_S} = \frac{1/K_f}{1 + \frac{a_b}{\sqrt{\frac{K_f}{a_b}}} \left( \frac{a_f}{a_b} \right)^2 - 1} \]  

Then evaluating this closed loop describing function at \( s = j\omega_b \):

\[ \frac{X_f}{F_S} = \frac{1/K_f}{1 + j \left( \frac{a_f}{a_b} \right)^2} \]  

or

\[ \left| \frac{X_f}{F_S} \right| = \frac{1}{K_f} \sqrt{1 - \left( \frac{a_f}{a_b} \right)^2} \]

\[ H \left( \frac{X_f}{F_S} \right) = \tan^{-1} \left( \frac{\omega_b}{a_f / a_b} \right) \]

A Contradiction

The describing function for stick friction (Eq. 2-17) can be compared to the describing function for mechanical hysteresis which represents the "actual" case. Consider the abstraction of Figure 2-6.

Figure 2-6. Abstraction of Control System with Linkage Bearing Friction
If a sinusoidal force, \( f_s \), is applied: the linkage will not begin to move until \( f_s > b \), the Coulomb friction force. Then the deflection of the feel spring will be \( (f_s - b)/K_f \). After \( f_s \) reaches its maximum value and begins to decrease, the linkage will stand still while the friction force builds up in the opposite direction until the magnitude of the spring force, \( K_f x_{\text{max}} \), exceeds \( f_s + b \). With \( f_s \) now decreasing further, the linkage will move in the negative \( x_1 \) direction until \( f_s \) reaches its maximum negative value. The linkage will then 'stick' again. The process then repeats itself with alternate negative and positive half cycles. The first two half-cycles of the motion are shown in Figure 2-7. The wave form of \( \dot{x}_1 \) is also shown.

![Diagram showing waveforms in linkage with bearing friction](image)

**Figure 2-7. Waveforms in Linkage with Bearing Friction**

\[
\dot{x}_1 = \frac{d}{dt}\left(\frac{f_s - b}{K_f}\right)
\]
and the condition \( \dot{x}_1 = 0 \) defines the "sticking."

Now the sinusoidal describing function between \( f_s \) and \( x_1 \), in this case, is well known. It is given, for example, by Ref. 1 and with suitable changes in notation it can be expressed:
\[
\frac{\Delta x}{F_0} = \frac{1}{K_{cn}} \sqrt{1 - u^2 + \left( \frac{2\beta}{2} - \sin^{-1}u \right)^2 + 2u \left( \frac{2\beta}{2} - \sin^{-1}u \right) \sqrt{1 - u^2}}
\]

\[4 \frac{\Delta x}{F_0} = \tan^{-1} \frac{u^2 - 1}{\frac{2\beta}{2} - \sin^{-1}u + u \sqrt{1 - u^2}} \]  

(2-18)

where

\[u = 1 - 2\left( \frac{\beta}{2} \right) \text{; when } u = 0 \text{ take } \sin^{-1} u = \pi\]

A graphical comparison of the describing functions of Eqs. 2-17 and 2-18 is presented on the gain-phase plane in Figure 2-8. It may be seen there that the approximate analysis does not compare very favorably with the describing function for mechanical hysteresis. The approximation over-estimates the lagging phase angle and underestimates the attenuation provided by Coulomb friction in the control system linkage. It might be argued, however, that the approximation is "conservative" in that it will tend to show the onset of instability sooner than would "actually" be the case. A typical airplane short period transfer function for the loop closure between pitch angle, \(\delta\), and elevator deflection, \(\delta_e\), is also shown in Figure 2-8. An intersection of this "locus of linear elements," for the value of gain which is illustrated, with the approximate describing function indicates a limit cycle (Ref. 1). In "actually" there is not much danger that it will occur. This is all the more the case since it is common practice to preload the control system so as to meet the effect of friction and to provide for a return of the stick to the trim position in spite of the effect of Coulomb friction in the control linkage. A very marked attenuation of the describing function for preload with friction makes a pilot-vehicle oscillation, from this cause, quite improbable. (The describing function for preload and friction is also illustrated on the gain-phase plane in Figure 2-8.) It can, therefore, be appreciated that the preload is not only useful for the purpose of returning the stick to the trim position, which is an advantage in maintaining equilibrium flight, but also that the preload is beneficial in terms of the dynamic stability of the pilot-vehicle system. This favorable effect of preload was noted, in other terms, in Ref. 9.
Figure 2-6. Graphical Comparison of Describing Functions

*Computed by C. P. Shortwell and D. P. McElwein.
Consideration of the Remnant

It might seem, in the light of the immediately foregoing argument, that the attempt to develop sinusoidal describing functions for complex nonlinearities by finding closed-loop describing functions for loops containing simple nonlinearities is doomed to failure. In particular it may seem that considerable doubt is cast on the validity of the describing function for a control system with Coulomb friction in the valve which was developed previously.

There is, however, an essential difference between the analysis including valve friction and the analysis including linkage bearing friction. This difference, as we might expect, is revealed by considering the "remnant" portion of the quasi-linear system and its transmission around the loop. Actually it is perhaps easier, in these instances, to consider the actual waveforms rather than to view them as being composed of a fundamental and higher harmonics.

The validity of sinusoidal describing function analysis is founded on the assumption of a waveform at the input to the nonlinearity which is closely approximated by a single sine wave component. If, in particular, it can be shown that the transmission of the harmonics, generated in the nonlinearity, around the loop has a negligible effect on the relationship between the fundamental component of the input and the fundamental component of the output, then the analysis is justified. It is precisely in situations where these circumstances do not obtain, that second approximation describing functions find their usefulness.

It should be apparent from the diagrams of Figure 2-7 that the waveform of $\dot{x}_r$ which is the input to the nonlinearity in the case of linkage bearing friction, is typically very far from sinusoidal. This is a direct result of the "sticking" of the motion. With 20/20 hindsight we might say that the attempt to develop a complex closed loop describing function from the simple describing function for Coulomb friction was, in this case, wrong-headed. Fortunately, since the sinusoidal describing function for mechanical hysteresis is known, it is not necessary to attempt the development of second, or higher, approximation describing functions from detailed consideration of the waveforms.
The case of the describing function for the control system with valve friction is quite another matter. Here, as we shall presently see, the valve does not "stick," and the input is the nonlinearity is substantially sinusoidal. Not only is this the case, but also the fundamental component of the output of the nonlinearity is unaltered in magnitude and phase angle when the remnant is taken into account. It is on this basis that we may claim that the analysis is justified.

Figure 2-9 shows typical waveforms in the loop illustrated in Figure 2-3.

Starting with an applied force \( F_g = F_0 \sin \omega_g t \) at \( t = 0 \), the effect of friction in the valve is similar to the effect of friction in linkage bearings - initially. The friction force builds up so as to oppose the applied force. Then when the applied force reaches the level of the sliding friction, the linkage begins to move, and \( \dot{x}_L \) jams to a positive finite value. Thereafter \( \dot{x}_L \) is the same as \( \frac{d}{dt} \left( \frac{F_0}{K_T} \right) \) except for momentary intervals of infinitesimal duration.

According to the block diaign of Figure 2-3, the relationship between the valve displacement, \( x_v \), and the linkage displacement, \( x_L \), is such that \( x_v \) lags \( x_L \) and is attenuated.

\[
X_e(s) = \frac{\frac{F_0}{K_T}}{s^2 + \frac{1}{T_b} s + 1} \dot{x}_L(s) \tag{2-19}
\]

In the drawing of Figure 2-9 the magnitude of \( x_e \) has been exaggerated for clarity. (For a typical actuator time constant \( T = 0.03 \) sec and oscillation frequency \( \omega_b = 2\pi \) rad/sec = 1 cps, the maximum value of \( x_e \) would be approximately 0.5 \( x_{\max} \), and the phase angle would be very small indeed.)

We may now invoke superposition and consider separately the response of the system to the applied sinusoidal force and to the superposed square wave which arises from the friction force. The continuing response to the sinusoidal component only is indicated in Figure 2-9 by the dashed lines.

Note that when \( F_g = 0 \), \( x_e \) has a large value and this implies that the output of the actuator continues its motion even in the absence of any change
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in the input, $x_4$. Not only is this the case but also $\frac{\partial f_4}{\partial t} \left( \frac{f_4}{x_4} \right)$ is not zero here. It is thus clear that the valve does not "stick," and the distortion of the waveform typical of the case of linkage bearing friction does not occur in this case.

As $x_4$ tends to pass through zero the friction force will change sign, and (still assuming a rigid, massless linkage) the signal $x_4$ will contain a step function component. The response of $x_4$ to this step function will be the well known response of a washout to a step function of input, and its derivative $\dot{x}_4$ will have an infinite spike and an exponential decay of opposite sign. When these transient responses are superimposed on the sine wave responses of Figure 2-9, the solid line responses are the result. The effect of the remnant transmission around the loop is observed only in the infinite spike (of zero width) and the very, very small exponential decay in $\dot{x}_4$.

For the reason that the spike is theoretically infinite, the method of harmonic balance is not suited to this problem, and it is not possible to develop second, or higher, approximation describing functions in terms of Fourier series for the waveforms.

Otherwise it is clear that the axis crossing of the signal $x_4$ are unaltered by the inclusion of the remnant, and therefore, in this case, the output waveform is unaltered.

At the output of the servomechanism, the third and higher harmonics of the superimposed square wave will have been attenuated and the description of the waveform of $x_4$ in terms of its first Fourier component will thus have a practical validity which cannot be gainsaid. The waveform of a typical $x_4$ wave is also shown in Figure 2-9. This wave, representing elevator deflection, illustrates the increase in gain and phase angle which is the result, under the original assumptions, of hydraulic surface actuator valve friction. Since its corners would be further smoothed by the filtering action of the airplane transfer function, in the case of a pilot-vehicle oscillation, the describing function developed here, considering its fundamental component only, may be deemed to be substantially correct.
Figure 2-9. Waveforms in Control System with Valve Friction
The new frequency-dependent describing function for a control system with valve friction is illustrated in Figure 8-10. It can be appreciated by comparison with the airplane locus of Figure 2-3, that the nonlinearity represented by this type of describing function is indeed very detrimental to stability. This would be especially true in manual control systems with relatively long actuator lag time constants.

It may be concluded that it is entirely possible to develop new describing functions for complex nonlinearities by combining the describing functions of simple nonlinearities with transfer functions of linear elements, provided the basic assumption of sinusoidal describing analysis is not violated. This is the input to the nonlinearity is substantially sinusoidal, and that the output waveform is not altered by including the effect of the remnant at the input to the nonlinearity. These conditions may be met even when there are differentiators in the loop.
Figure 2-10. Negative Inverse Describing Function for a Control System with Valve Friction

$X_f = 1$

*Computed by C. P. Shorter.  
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CHAPTER III
A GENERALIZED PERIODIC INPUT DESCRIBING FUNCTION

A most welcome addition to the stable of engineering techniques would be a generalized periodic input describing function. Broadly speaking, attempts to develop such a technique for determining self-sustained oscillations in closed-loop systems containing a single, nonlinear element have, in the past, been discouraging. Recently, it became apparent how two familiar devices might be combined in a new assault on the problem. These devices are:

1. The introduction of an arbitrary perturbation (in phase in this instance) to obtain initial or first order solutions to problems where such an initial solution would not ordinarily exist. In some cases, as higher order solutions are obtained using the initial solution, the arbitrary perturbation can, in the end, be removed without "removing" the solution.

2. The use of steep descent methods to solve a set of nonlinear algebraic equations.

Much of the impetus to pursue such an approach is due to West (Ref. 15) who observed in connection with the dual-input describing function, "...it may be possible for a phase change to occur in the fundamental...term in passing through the nonlinearity (due to the presence of higher harmonics)."

We shall illustrate how a higher harmonic can induce a significant phase shift in the describing function for the fundamental. Figure 3-1 shows two different input waveforms and the corresponding output waveforms for a relay-with-deadzone nonlinearity. The inputs consist of:

1. A single sinusoid -- corresponding to the fundamental.

2. A single sinusoid summed with a third harmonic which is out of phase with the first sinusoid.

Clearly, the third harmonic in the input to the nonlinearity induces a substantial phase lag in the fundamental component of the output waveform (shown dashed). An effect such as this can substantially influence the limit cycle parameters and the prediction of limit cycle existence as discussed previously. This effect of higher harmonics is really no surprise in view of engineering experience Graham and McRuer (Ref. 1) showed this phenomenon.
but it did lead West to formulate the dual-input describing function. West computed and tabulated the dual-input describing function for a saturation nonlinearity and applied it to at least one example. The results were very laboriously obtained and were unexciting by West's account because the first approximation sinusoidal describing function produced good answers in the case studied.

Despite West's lack of enthusiasm for the technique (mostly because of the labor involved), his work suggested a fruitful approach to take when dealing with systems for which the loci of \( -1/N \) and \( G(j\omega) \) make glancing intersections or perhaps only approached one another closely but did not intersect. In such cases, even small phase shifts in the fundamental wave which may be induced, so to speak, by the higher harmonics could be of crucial importance to the prediction of limit cycles.
Broadly, the condition for a limit cycle which must be satisfied is one of harmonic balance. That is, each harmonic component of the periodic limit cycle waveform must be sustained in its trip around the closed loop. (Notice that, as in the case of the first approximation sinusoidal describing function, no distinction is made between stable and unstable limit cycles.) The equation expressing this condition is:

\[-j/N_{1} = G(j\omega); n = 1, 2, 3, \ldots, N; \text{ in the limit as } N \rightarrow \infty\]  (3-1)

It is reasonable to expect that fairly accurate approximations to the limit cycle may be obtained by finding those values of the limit cycle variables which produce solutions to a truncated set of the above equations for some small number of higher harmonics. The limit cycle variables are taken to be the fundamental frequency and amplitude, as well as the amplitudes and phases, relative to the fundamental, of the higher harmonics which are included.

We will now sketch the means for calculating these values of the limit cycle variables.

Assume that for a particular problem of interest the first approximation sinusoidal describing function indicates that \(-j/N_{1} = G(j\omega)\) is not satisfied for any combination of fundamental wave amplitude and frequency (e.g., the satellite attitude control problem discussed below.) This first obstacle to obtaining an initial solution is overcome by introducing an arbitrary phase shift, \(\Delta\), into the open-loop in a manner which allows \(-j/N_{1} = G(j\omega) e^{j\Delta}\) to be satisfied for at least one combination of fundamental wave amplitude and frequency of the input to the nonlinear element. This provides the initial, albeit artificial, first solution to the problem.

It is easy to visualize at this point how a computational procedure might utilize step descent to arrive at this first solution once \(\Delta\) and the other system parameters have been specified. For instance, working in terms of amplitude ratio versus phase coordinates, we might define a positive definite criterion function to minimize consisting of the difference between \(|-j/N_{1}|^{2}\) and \(|G(j\omega)|^{2}\) plus the square of difference between \(\angle -j/N_{1}\) and \(\angle G(j\omega) + \Delta\). To converge to a solution of \(-j/N_{1} = G(j\omega) e^{j\Delta}\), we minimize the criterion function with respect to the amplitude and frequency of the fundamental wave at the input to the nonlinear element. The values of the amplitude
and frequency which reduce the criterion function to an absolute minimum of zero are the answers we seek. A summary or equations necessary to carry out this procedure for a broad selection of system configurations is included as Appendix A to this report.

While the above exercise might seem to be of small value in the sense that the same result can be achieved more efficiently by graphical methods without resorting to a computer and descent methods, it is actually extremely important because it provides a conceptually lucid description of an alternative method for discovering those values of the waveform variables which satisfy \(-1/N_f = \theta_0, \Delta\). And notably, this alternative method lends itself to generalization for treating multiple harmonically related sine wave input describing function calculations. It is a matter of plain fact that the graphical approach is not amenable to similar generalization for almost all cases of interest. The case where the Nygma locus (Ref. 18) is applicable may be considered to constitute the exceptions.

In generalization of the graphical methods the basic difficulty is that of trying to find those values of the \(2N\) waveform parameters which satisfy the \(N\) equations given by Eq. 3-1 simultaneously. The job of finding these \(2N\) parameter values is all the more difficult because the terms in Eq. 3-1 are complicated functions of the \(2N\) parameters.

Now, consider a generalization using the steep descent method. Let us assume that the artificial initial solution has been found by one means or another. Next, the third harmonic component of the nonlinearity output must be considered. At this point, terms are added to the criterion function expressing the cost of errors arising from failure to satisfy \(-1/N_f = \theta_0, \Delta\) exactly. These terms are the square of the difference between \(-1/N_f\) and \(\theta_0, \Delta\), and the square of the difference between \(4-1/N_f\) and \(\theta_0, \Delta\). The amplitudes of the fundamental and third harmonic sine wave inputs to the nonlinearity, the phase of the third harmonic relative to the fundamental and the fundamental frequency are then adjusted to cause reduction of the criterion function. This is accomplished by computing a steep descent path with respect to the above variables. Having arrived at a solution including the fundamental and third harmonic waves which is again artificial, we desire to eliminate the arbitrary phase.
shift, $\Delta$, so that the system corresponds to that which is actually of interest. The process for eliminating $\Delta$ involves reducing $\Delta$ in small increments while adjusting the nonlinearity input waveform variables, previously discovered by the step descent method, in a way which keeps the criterion function arbitrarily small as $\Delta$ is incremented to zero.

Two alternative and results are possible:

1. A two harmonic approximation to a limit cycle waveform is obtained. (The criterion function can be brought arbitrarily close to zero.) This approximation may be refined further by adding higher harmonics.

2. No nontrivial solutions to $-1/N = 0(m)$ $n = 1, 5$ are found. Then the possibilities are:
   a. No nontrivial solutions exist.
   b. The existence of a nontrivial solution will only be exposed upon the addition of more harmonics. Each of these harmonics may be added in a manner completely analogous to that by which the third harmonic was added. (It is necessary to proceed using an artificial solution including the fundamental and third harmonic as the initial solution, of course.)

After a reasonable number of harmonics have been included, the results, no matter which of the above situations exists, should be relatively conclusive. By conclusive we mean that an engineer's confidence in the results will increase greatly with the number of harmonics included.

However, as a word of caution we must realize that the presence of a limit cycle can still only be determined absolutely in the limit as an infinite number of harmonics are included in the analysis.

This generalised describing function is used essentially as an approximate numerical technique although the theoretical development is made in literal form without approximation. Because of this fact the generalised describing function is best compared with other methods of analysis in the context of an example. The particular example we have chosen as the vehicle for comparison is the single-axis attitude control system for a satellite shown in Figure 3-2. This example is extremely suitable to our purpose for several reasons:
1. Exact answers are available from rate diagram analysis and from phase plane analysis. Existence of a limit cycle is insured for $0 < \tau < \tau_b$ for reasonable values of the linear element gain.

2. Several analytical techniques are applicable to this problem for comparative purposes. These are summarized in Appendix C.

3. Some methods of (approximate) analysis say "yes" there is a limit cycle while others say "no" there is not a limit cycle. Notably, curves representing the first approximation sinusoidal input describing function and frequency response function do not intersect but are tangent on the gain-phase plane at zero frequency for values of the linear element gain which are of practical interest, i.e. low values. Therefore, no periodic solution (limit cycle) is predicted. (See Appendix C.)

Thus we shall be able to examine the absolute accuracy of the generalized describing function method and its efficacy relative to other approximate analysis methods.

Application of the Generalized Describing Function to the Satellite Attitude Control Problem

Consider the single-axis attitude control system for a satellite illustrated in Figure 3-2. Attitude and rate feedbacks are employed to provide both stability and control. Control of the rockets is by switching, but there are some actuation and ignition delays. These are represented in non-dimensional form by the transfer function $G(s)$. The torque applied by the jets accelerates the vehicle in attitude, and the transfer function of the vehicle is represented by a double integrator.

![Diagram](image)

Figure 3-2. Single-Axis Attitude Control System for a Satellite
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The question of the lifetime of the control system and indeed whether or not an auxiliary inertia wheel control system is required may be determined by whether or not the system of Figure 5-2 is susceptible to a limit cycle, a continuous oscillation of fixed frequency and amplitude.

Parenthetically we may remark that the answer as to whether a limit cycle exists is also almost unbelievably sensitive to the particular choice of usually equivalent representations for the actuator and ignition delays. The use of a deadtime, $e^{-\tau}$, to represent delays is heuristically, but quite plausibly, justified in Appendix A of Ref. 16.

We will now apply the generalized describing function technique to the satellite attitude control problem. The pertinent equations are summarized in general form in Appendix A. We noted previously in the introductory remarks that the curves representing the negative inverse first approximation sinusoidal input describing function and the frequency response function were tangent on the gain-phase plane at zero frequency and that for "reasonable" values of the linear element gain, $K_1K_2$, no other intersections exist. Furthermore, the phase plane analysis predicts the existence of a limit cycle with finite frequency for $0 < \tau < \frac{\pi}{K_2}$ which indicates that the answer obtained from a generalized describing function should have a low, but non-zero frequency intersection with the frequency response function for the fundamental component of the limit cycle waveform. Since this does not occur naturally when only the fundamental of the waveform is considered, we will force the condition by introducing an appropriate artificial phase shift, $\Delta$, into the frequency response function. In this case, the appropriate $\Delta$ would be any small negative phase shift.

The limit cycle frequency so indicated need not be an approximation to the one which actually exists, the only matter of importance is that its frequency be finite and non-zero. A typical choice for $\Delta$ is shown in Figure 5-3.
The limit cycle parameters existing at the indicated intersection may be obtained by the steep descent method described at the beginning of this chapter. Utilization of this method requires that an initial guess for the fundamental component amplitude and frequency be made. From these values, corresponding values of \(-1/\bar{N}_1\), \(|G(j\omega)|^2\), \(K(-1/\bar{N}_1)\), and \(K\bar{N}_1 + \Delta\) are determined.

Next, the error between \(-1/\bar{N}_1\) and \(G(j\omega)e^{i\Delta}\) is defined as:

\[
e = \left[\frac{1}{|1/N_1|^2} - |G(j\omega)|^2\right]^2 + K^2 \left[\frac{1}{N_1} - (K\bar{N}_1 + \Delta)\right]^2
\]  

(3-2)

At an intersection of \(-1/\bar{N}_1\) and \(G(j\omega)e^{i\Delta}\), this error vanishes; elsewhere it is greater than zero. Physically, the error is the square of the distance between \(-1/\bar{N}_1\) and \(G(j\omega)e^{i\Delta}\) for particular values of amplitude and frequency of the fundamental when plotted on the \((\text{gain})^2\) versus \(K\text{(phase)}\) plane.*

*The use of \((\text{gain})^2\) and \(K\text{(phase)}\) coordinates is unorthodox and somewhat arbitrary. They have been used here because it appeared that digital computation using an error which is the square of a distance in these coordinates would be most economical and most easily interpreted.
By making the error arbitrarily close to zero, we can approach an intersection with arbitrary closeness.

Reducing the error involves computing the first partial derivatives of the error with respect to the amplitude and frequency of the fundamental, and incrementing the amplitude and frequency in such a way that the product of each first partial with the appropriate incremental quantity is negative. This procedure is repeated until the error is brought arbitrarily close to zero as in Figure 3-4. If the curves shown in Figure 3-4 are plotted on the (gain) and K(Phase) coordinates, the length squared of arrow 1 would equal the error for our initial guess at the limit cycle parameters. Subsequent stages in the descent to the intersection are indicated by the arrows in order of increasing number. The limiting point of the descent (intersection) is indicated by the shaded square. Note that it is inappropriate to reduce $\Delta$ to zero at this stage when only the fundamental has been included because the solution for the intersection would disappear for this example.

Figure 3-4. Several Steps in a Steep Descent to an Intersection
We interrupt the main argument to present two additional considerations which are best discussed before adding the effect of the third harmonic.

It should be noted that several intersections or identical intersections for different limit cycle parameters are often possible. It is evident that the latter case prevails for the problem we are considering. In connection with this point, let us note that selection of the "initial guess" limit cycle parameters in effect selects the intersection to which the solution will ultimately converge. The analyst can control this selection through his knowledge of first approximation sinusoidal input describing functions. This situation is analogous to the one encountered in locating a particular root of a polynomial using an analog computer; in that with each case, the initial point must be chosen in the region of influence of the solution to which we desire to converge.

It is also possible to encounter locally minimum values of the error which are greater than zero. The manner in which to treat these minimum points is not always clear. However, a conservative viewpoint is to treat them analogously to the absolute minimum points indicating intersections (where the error becomes zero). Such a treatment could allow us to dispense with the phase shifting technique for certain cases of the satellite attitude control problem. Figure 3-5 shows the basis for this approach. Clearly, such a minimum will

\[ G(j\omega) \]

\[ \phi = -90 \]

\[ \phi = -180 \]

Figure 3-5. A Situation Where a Local (Nonzero) Minimum of the Error Criterion is Indicated
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exist for some limit cycle parameter values which cause $-1/N_1$ and $G(\omega_0)$ to be near the shaded squares. Such local minima either develop into absolute minima or are gradually eliminated as more harmonics are added.

Returning to the main argument, the next step involves the addition of the next higher harmonic, the third in this case. Initially, we will assume that there is no third harmonic component present in the input to the nonlinearity. There will, nevertheless, be some third harmonic present in the output of the nonlinearity. This means that $|1/N_2|^2 = 0$ (since the third harmonic input to the nonlinearity is zero) and that $A_3/N_2$ is arbitrary. The error is redefined so as to include a component due to the difference between $1/N_2$ and $G(\omega_0)e^{j\Delta}$.

\[
e = \left[ \frac{1}{1/N_1} - |G(\omega_0)|^2 \right]^2 + k^2 \left[ \frac{A_3}{N_2} - \frac{A_3}{N_2} + \Delta \right]^2
\]

(3.3)

The third harmonic phase component of the error (4th term in the above equation) is initially zero because the phase of $-1/N_2$ may be arbitrarily chosen to equal $G(\omega_0) + \Delta$.

Reducing the error now involves computing the first partial derivatives of the error with respect to the amplitude and frequency of the fundamental and with respect to the amplitude and phase relative to the fundamental of the third harmonic. All parameters are then incremented to reduce the error. This procedure is repeated until the error is brought arbitrarily close to zero.

Next, we will change the system under analysis to make it correspond with the one which is actually of interest. To accomplish this, increment $\Delta$ to zero while bringing the error arbitrarily close to zero at each step by the method described above. If the solution does not become trivial when $\Delta = 0$, then what remains will be a second approximation, or dual input describing function determination of the limit cycle parameters.
This procedure can be continued in order to refine the results still further by adding the effect of other higher harmonics. The result would then be a multiple harmonically related sine wave input describing function determination of the limit cycle parameters. Each additional higher harmonic can be added in exactly the same way as the third harmonic.

The generalized describing function for the satellite attitude control problem was computed using the following values for the control system parameters:

\[ a = 2.0 \quad d = 1.0 \quad \tau = 0.5 \quad T_R = 1.0 \quad \phi_1 \phi_2 = 1.777 \]

No limit cycle is indicated by the first approximation sinusoidal input describing function for these parameter values. The weighting of the phase angle errors (in degrees) relative to amplitude ratio squared errors in the error criterion was 3 to 1.

The generalized describing function computation including the first and third harmonics resulted in a local minimum; that is, the error criterion could not be reduced to zero after the arbitrary phase shift was removed. Attempts to locate other minima which might be absolute minima were unsuccessful. The "limit cycle" frequency at the local minimum was:

\[ \omega = 0.767 \text{ rad/sec.} \]

The limit cycle frequency from the (exact) phase plane solution was:

\[ \omega_{\text{phase plane}} = 0.546 \text{ rad/sec.} \]

The fact that the error criterion could not be reduced to zero indicated that simultaneous satisfaction of Eq. 3-1 for the fundamental and third harmonic only was not possible. In fact, this situation is a precise analogy, in higher order geometry, to the situation encountered with the first approximation sinusoidal input describing function when the describing function locus approaches the frequency response locus and then diverges from it.

*Programming and computing were done by David H. Weir.
Rather than to embark on the computational orgy of adding more harmonics without adding insight, we decided to explore expected results for the satellite attitude control problem using the Tsyptsin locus technique (Refs. 18 and 3) in order to gain insight as to our difficulty with the apparently less than satisfactory answer produced by the generalized describing function technique.

Observing that the effects of truncating after the \( n \)th harmonic in the generalized describing function technique are equivalent to placing an ideal low pass filter with a cut-off frequency, \( \omega_0 \),

\[
2 \omega < \omega_0 < (n + 1) \omega
\]

in the satellite attitude control loop, it is clear that truncation in the generalized describing function analysis corresponds on a term to term basis with truncation of the infinite series of the Tsyptsin locus approach. The exact answers we would expect to obtain (including the effects of truncation) from the generalized describing function are obtainable in principle from the Tsyptsin approach, in this problem, since the infinite series contains only a finite number of non-zero terms. In practice, of course, only numerical answers are available because transcendental functions are involved. The equations for this computation are summarised in Appendix B.

The Tsyptsin locus formulation results in a simpler treatment of this problem since only a two parameter optimization is required regardless of the number of harmonics included. The generalized describing function formulation requires a 2n parameter optimization where n is the number of harmonics included. However, application of the Tsyptsin locus is limited to systems with an off-on nonlinearity whereas there is no such restriction on the generalized describing function.

Performance of this computation for several values of the gain yielded the results summarised in Table 3-1.
<table>
<thead>
<tr>
<th>$x_1$, $x_2$, $y_1$, $y_2$, $x_3$, $x_4$, $y_3$, $y_4$</th>
<th>$z_1$, $z_2$, $z_3$, $z_4$</th>
<th>$u_1$, $u_2$, $u_3$, $u_4$</th>
<th>$v_1$, $v_2$, $v_3$, $v_4$</th>
<th>$w_1$, $w_2$, $w_3$, $w_4$</th>
<th>$x$, $y$, $z$, $u$, $v$, $w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$, $x_2$, $y_1$, $y_2$, $z_1$, $z_2$, $u_1$, $u_2$</td>
<td>$z_3$, $z_4$, $v_1$, $v_2$, $w_1$, $w_2$</td>
<td>$x_3$, $x_4$, $y_3$, $y_4$, $u_3$, $u_4$</td>
<td>$v_3$, $v_4$, $w_3$, $w_4$</td>
<td>$x$, $y$, $z$, $u$, $v$, $w$</td>
<td></td>
</tr>
</tbody>
</table>

*Result also obtained from first approximation sinusoidal input describing function analysis.
**Minimum number of harmonics that must be included in order that a limit cycle (intersection) be indicated.

Notice that as the gain, $K_1K_2$, is increased below the minimum for which the first approximation describing function gives an answer, a steadily increasing minimum number of harmonics is required to obtain an indication of the limit cycle. For the problem posed initially, $K_1K_2 = 1.777$, somewhere between the 9th through 15th harmonics (or from 5 to 8 terms in Tsykin locus calculation not counting the even numbered harmonics which have zero amplitudes for this example) must be included.

With this knowledge in hand, it was then apparent that a more appropriate value of $K_1K_2$ to use for demonstrating the two harmonic version of the generalized describing function technique was 4.5. Computation using this value yielded $a = 1.707$ rad/sec in comparison to $b = 1.707$ rad/sec and $c = 2.056$ rad/sec. The two harmonic approximation to the input wave to the nonlinearity was:

$$y(t) = 1.9105 \sin 1.707 t + 0.44433 \sin (3.5181 t + 1.5853)$$  \hspace{1cm} (3-4)

This is compared with the actual waveform in normalized time in Figure 3-6.
Figure 5.6. Comparison of Exact and Approximate Waveforms

\[ \psi(t) = 1.91 \sin 1.17t + 0.444 \sin (3.5t + 1.843) \]

Note: Waveforms aligned such that pulses are symmetrical about \( \theta_2 + \frac{\pi}{2} \)
Comparison of the Generalized Describing Function with Other Methods and Conclusions

A summary of results for other methods of analyzing the satellite attitude control problem is given in Appendix C. These results are compared with those for the generalized describing function in Table 3-2. The assumptions necessary for the application of each method and the different aspects of the extendability of each method for more complex systems than our satellite attitude example are also contained in the table. The third line item in Table 3-2 pertains only to the satellite attitude control example. The remainder of the line items apply as general comments as well.

Comparison of the limit cycle frequencies shows the generalized describing function underestimated the actual limit cycle frequency by approximately the same amount as the nonsinusoidal describing function overestimated the limit cycle frequency. It is possible to refine the generalized describing function result by including more harmonics. An analogous procedure can be followed in general for the nonsinusoidal describing function only with the addition of more detailed information about one waveform in the loop.

In conclusion, let us note that the generalized describing function technique provides another approximate method for discovering periodic solutions to unforced closed-loop systems containing a single isolated nonlinear element. The method becomes practical or useful only when digital computation is employed for calculation and when other techniques such as the phase plane or the Nayfeh approach are impractical to apply. This implies that the problem of interest will involve a system of order three or more which has a nonlinear element which is not of the off-on variety amenable to treatment with the Nayfeh, et al., technique.

The generalized describing function, like the Nayfeh approach, yields more precise results as more harmonics are included, becoming exact as infinitely many are included. It provides one way to get started with higher (better) approximation describing functions when the curves representing the negative inverse of the first approximation sinusoidal input describing function and the frequency response locus of the linear elements do not intersect.
<table>
<thead>
<tr>
<th>Analysis Method Comparison Item</th>
<th>Generalized Describing Function</th>
<th>Physikin Scope</th>
<th>Mass Place</th>
<th>Rate Diagram</th>
<th>Nonparametric Describing Function</th>
<th>Semiparametric Describing Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lift Cycle Frequency predicted for satellite attitude problem for ( L = 0.0 )</td>
<td>( 1.3700 ) r/s</td>
<td>( 1.4500 ) r/s</td>
<td>( 1.4500 ) r/s</td>
<td>1.4500 r/s</td>
<td>( 1.700 ) r/s</td>
<td>Does not predict a lift cycle</td>
</tr>
<tr>
<td>Results of method vary</td>
<td>Approximate</td>
<td>Approximate</td>
<td>Exact</td>
<td>Approximate</td>
<td>Approximate</td>
<td>Approximate</td>
</tr>
<tr>
<td>Exact Assumption of Method</td>
<td>Effects of some higher harmonics are negligible</td>
<td>Off-on nonlinearity</td>
<td>None</td>
<td>Off-on nonlinearity</td>
<td>Off-on nonlinearity</td>
<td>Effects of all higher harmonics is negligible</td>
</tr>
<tr>
<td>Method extendable to higher order systems</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Method applicable to all spacecraft continuous nonlinear characteristic with a finite number of segments</td>
<td>Yes</td>
<td>Yes</td>
<td>In principle</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Computational Approach</td>
<td>Digital Computation Required</td>
<td>Graphical or Digital Computation</td>
<td>Analytical solution often possible</td>
<td>Analytical solution often possible</td>
<td>Usually a combination of analytical and digital computation</td>
<td>Graphical solution</td>
</tr>
</tbody>
</table>

Note: The table compares different methods used to describe the motion of a satellite, focusing on aspects such as frequency prediction, assumption of method, and computational requirements.

- **Analysis Method Comparison Item** refers to different aspects of the analysis methods compared.
- **Generalized Describing Function** indicates the frequency at which the lift cycle is predicted.
- **Physikin Scope** refers to the scope of applicability of the method.
- **Mass Place** indicates the mass placement's effect on the system.
- **Rate Diagram** refers to the rate at which the system responds.
- **Nonparametric Describing Function** and **Semi-parametric Describing Function** describe the complexity of the function used to model the system.
- **Exact Assumption of Method** indicates the exactness of the method's assumptions.
- **Method extendable to higher order systems** checks if the method can be extended to higher order systems.
- **Method applicable to all spacecraft continuous nonlinear characteristic with a finite number of segments** checks if the method is applicable to all spacecraft with continuous nonlinear characteristics.
- **Computational Approach** indicates whether the computation is digital or graphical, and whether an analytical solution is possible.
The major disadvantages of its use are:

1. Increasing dimensionality of the parameter space in which the error criterion must be minimized. Dimension is double the number of harmonics included.

2. The problem of determining where all minima of the error criterion have been located.
CHAPTER IV

ANALYSIS WITH THE RANDOM INPUT DESCRIBING FUNCTION FOR Hysteresis

Some model tests of tilt-wing VTOL aircraft have revealed hysteresis in plots of longitudinal force and pitching moment as a function of forward velocity. Evaluation of the hovering performance of a pilot-tilt-wing VTOL system in gusty air including the effects of hysteresis in the \( X_u \) and \( M_u \) stability derivatives constitutes an example of a problem containing two complex nonlinearities amenable to quasi-linearization through the use of the random input describing function for a simple nonlinear element, the deadzone.

Now, by and large there are few examples of important aerodynamic nonlinearities, but hysteresis in \( X_u \) and \( M_u \) would certainly seem to be such nonlinearities if the width of the hysteresis loops were at all large.

In view of the erratic motions which VTOL machines undergo in hover close to the ground, (which are usually attributed to the impingement of the reflected slipstream on the fuselage and tail and to ingestion of the reflected slipstream through the propeller disc) it is interesting to conjecture that the measured nonlinearities may be responsible in part for the observed motions when the vehicle is under the control of the pilot. As a plausible indication of the results to be expected, consider the following.

The longitudinal equations of motion for \( u \) and \( \theta \) (vide Eq. 4-4 below), in the absence of pilot loop closure, and considering only the \( M_u \) derivative to display the hysteresis characteristic are shown in block diagram form in Figure 4-1. Following the suggestions of either Ieland (Ref. 19) or Brown

\[
\begin{align*}
\delta_e & \quad M_u \\
-g & \quad g(s - M_u)(s - X_u) \\
-M_u & \quad Hysteresis \\
& \quad u
\end{align*}
\]

\[M_{\delta e}, g, M_u > 0 \quad M_u < X_u < 0\]

Figure 4-1. Block Diagram Representation of \( u \) and \( \theta \) Equations of Motion
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(Ref. 20) the random input describing function for hysteresis with unity slopes can be taken as a first order lag with unity DC gain and break frequency, \( A \):

\[
DF = \frac{A}{s + A}
\]  

(4-1)

Qualitatively the bandwidth of the describing function approaches zero as the RMS of its input signal becomes very small with respect to the hysteresis loop width, and approaches infinity as the RMS of its input signal becomes very large with respect to the hysteresis loop width. Thus \( A \) can be expected to range from zero to infinity. The characteristic equation of the quasi-linear system may now be written

\[
1 + \frac{\beta M_h A}{a(s - M_h) (s - X_h) (s + A)} = 0
\]

(4-2)

and this equation may be rearranged so as to make \( A \) the variable parameter along the root locus.

\[
1 + \frac{A[s(s - M_h)(s - X_h) + \beta M_h]}{s^2(s - X_h)(s - X_h)} = 0
\]

(4-3)

Now the plot of the numerator roots of the open-loop function in Eq. 4-3 as \( M_h \) is increased yields a locus of zeros for a new plot, based upon Eq. 4-3, that shows the effect of hysteresis. These plots are shown in Figure 4-1. There it can be appreciated that for a given value of \( M_h \) which would make the hovering mode unstable, the inclusion of the quasi-linear representation of hysteresis will lower the frequency and increase the negative damping ratio of the hovering mode for any but the very smallest values of the RMS variation in forward speed. With the inevitable contribution of pilot control action and wind gusts to the variability of the forward speed, it might be expected that this destabilizing effect would be very marked, and that this might show up in an analysis including pilot loop closures as an inability to stabilize the closed-loop pilot-vehicle system with a quasi-linear controller function within the capabilities of actual pilots.
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Equivalent open loop function =

\[
\frac{g M_u}{s(s-M_q)(s-X_u)}
\]

(a) Locus of zeros

(b) Locus of roots

Figure 4-2. Root Loci Showing the Influence of Hysteresis in \( M_u \)

Stating this from a slightly different viewpoint, we might consider the consequences of a suddenly changed gust environment such as might result when a hovering V/STOL encounters the downdraft of another aircraft. A situation such as this might require the pilot to suddenly generate greater leading phase angles and to alter his operating gains. This could be a particularly unfavorable situation if a pilot developed only the minimum lead necessary to stabilize the vehicle against very small disturbances. (The implication here is that small disturbance effects will fall within the hysteresis loop width.) In the presence of larger gusts, not only the input environment would be changed but also the apparent controlled element transfer function would be altered. This situation might possibly necessitate a rapid change in the
pilot's control technique. Observations indicate that pilots cannot adapt rapidly to changes in the controlled element transfer function other than to changes in gain; therefore, this limitation might significantly affect the hovering performance of the pilot-tilt-wing VCG system.

**Analysis**

The approximate longitudinal equations of motion for a hovering tilt-wing VCG, given below are adapted from Ref. 21. The notation employed is that of Ref. 22.

\[
\begin{bmatrix}
  (s - X_d) & 0 & \theta \\
  -Z_u & (s - Z_d) & 0 \\
  -X_u & 0 & (s^2 - X_d)
\end{bmatrix}
\begin{bmatrix}
  \dot{u} \\
  \dot{v} \\
  \dot{w}
\end{bmatrix} =
\begin{bmatrix}
  0 & X_u & Z_u \\
  X_u & 0 & 0 \\
  Z_u & 0 & 0
\end{bmatrix}
\begin{bmatrix}
  X_d & 0 & Z_d \\
  0 & X_d & 0 \\
  0 & 0 & X_d
\end{bmatrix}
\begin{bmatrix}
  u \\
  v \\
  w
\end{bmatrix}
\]

Control of vertical velocity is accomplished with propeller thrust through \( \delta_u \) and control of pitch attitude through what effectively is elevator control, \( \delta_e \). Gust effects are assumed one-dimensional and gust gradient effects are neglected.

Numerators and denominators of the resulting transfer functions are listed below in Table 4-1.

Inspection of the various transfer functions indicates that vertical motions do not couple into the \( u \) and \( \theta \) motions and that forward velocity and pitch attitude motions couple only slightly into the \( w \) motion. The pitching moment resulting from \( \delta_u \) can produce substantial pitch angles which force the \( u \) motion via the \( \delta \theta \) term. The control deflections, in the case of \( \delta_e \), can be considered to produce large \( X \) and \( Z \) forces and pitching moments, and for \( \delta_u \), only a large \( Z \) force is produced. Gust inputs in the \( X \) direction force \( u \) and \( \theta \) motions strongly and the \( w \) motion slightly. Gust inputs in the \( Z \) direction force only the \( w \) motion.

In view of the above considerations, the problem can be partitioned into two parts; one considering \( u \) and \( \theta \) motions in response to the \( \delta_u \) control and \( \delta_e \) disturbances, and another considering essentially the \( w \) motions in response...
<table>
<thead>
<tr>
<th>Table 4-1</th>
<th>Numerators and Denominators, Hovering Tilt-Wing VTOL</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta = [s - Z_u] \left[ s(s - X_u) (s - M_u) + sM_u \right]$</td>
<td></td>
</tr>
<tr>
<td>$\mathbf{n}_{n}^{n} = -M_u \left[ s(s - Z_u) \right]$</td>
<td></td>
</tr>
<tr>
<td>$\mathbf{n}_{n}^{u} = M_u \left[ s(s - X_u) (s - M_u) + sM_u - sZ_u - \frac{M_u}{Z_u} \right]$; note $M_u \geq 0$</td>
<td></td>
</tr>
<tr>
<td>$\mathbf{n}_{n}^{p} = M_u \left[ s(s - X_u) (s - Z_u) \right]$</td>
<td></td>
</tr>
<tr>
<td>$\mathbf{n}_{u}^{u} = \left[ X_u s(s - M_u) - sM_u \right]$</td>
<td>(4-5)</td>
</tr>
<tr>
<td>$\mathbf{n}_{u}^{p} = s(s - Z_u) M_u$</td>
<td></td>
</tr>
<tr>
<td>$\mathbf{n}_{u}^{d} = 0$</td>
<td></td>
</tr>
<tr>
<td>$\mathbf{n}_{u}^{e} = Z_u \left[ s(s - X_u) (s - M_u) + sM_u \right]$</td>
<td></td>
</tr>
<tr>
<td>$\mathbf{n}_{u}^{e} = 0$</td>
<td></td>
</tr>
</tbody>
</table>
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to the $\delta_c$ and $\delta_e$ control deflections and $u_e$ and $v_e$ disturbances. Notice that the second part is essentially a continuation of the first when pilot loop closures are considered. This is because of the significant influence of $\delta_e$ on the $w$ motion.

Our attention here, however, will be confined to the first part of the problem for two reasons.

1. This is the only part of the problem where the nonlinear stability derivatives of interest, $X_0$ and $M_0$, appear in the open-loop transfer function of loops closed by the pilot since the pilot does not find a $w \rightarrow \delta_e$ closure advantageous. Only in a closed loop do nonlinearities cause us to be uncertain about system stability.

2. The second part of the problem is concerned with a controlled element which has received a great deal of attention from a handling qualities viewpoint. Pilots are capable of making high gain loop closures around this type of controlled element with relative ease and pilot-vehicle system performance can be predicted accurately in this situation.

In the work following, numerical data from XC-142 model tests will be used. It is impossible to conduct this work in literal rather than numerical terms because of extreme algebraic complexity.

**XC-142 Longitudinal Derivatives (Ref. 23)**

Princeton Track Data for Level Flight, $U_0 = 1$ ft/sec

\[
X_0 = -0.43, \quad X_w = X_q = X_{\delta_e} \quad \uparrow = X_{\theta_c} \quad \downarrow = 0
\]

\[
Z_0 = 0.045, \quad Z_w = -0.05, \quad Z_q = 0, \quad Z_{\delta_e} \quad \uparrow = 1.00, \quad Z_{\theta_c} \quad \downarrow = 3.20
\]

\[
M_0 = 0.0179, \quad M_w = -0.002, \quad M_q = -0.19, \quad M_{\delta_e} \quad \uparrow = 0, \quad M_{\theta_c} \quad \uparrow = 1.00
\]

( )\text{ indicates } \delta_e \text{ inputs are normalized with respect to } M_{\delta_e}, \text{ and } \theta_c \text{ inputs are normalized with respect to } M_{\theta_c}.
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Handling qualities theory (Refs. 21, 24) and multiloop analysis (Refs. 24, 25, 26) has been applied to estimate the loop closures that the pilot would make to stabilize and control the $\theta$ and $u$ motions of the XG-142. These calculations were performed using the above linear experimentally determined stability derivatives in the equations of motion. The necessity for estimating the pilot loop closures in this manner was dictated by the requirement to keep the problem within manageable proportions.

The resulting pilot transfer functions are:

$\theta \rightarrow \delta_\theta$ closure

$$T_{\theta\theta} = \frac{K_\theta}{\frac{K_\theta}{\delta_\theta} e^{-0.2s} \frac{1}{s + 1/T_{\theta\theta}}} = \frac{K_\theta}{\frac{K_\theta}{\delta_\theta}} \frac{s + 1/T_{\theta\theta}}{s + 10}$$

(4-6)

$u \rightarrow \delta_\theta$ closure

$$T_{u\theta} = \frac{K_u}{\frac{K_u}{\delta_\theta} e^{-0.2s} \frac{1}{s + 10}} = \frac{K_u}{\frac{K_u}{\delta_\theta}} \frac{s}{s + 10}$$

(4-7)

with $K_\theta = 6.01$, $1/T_{\theta\theta} = 1.05$ and $K_u = -0.675$ or -0.0575. The resulting closed-loop pilot-XG-142 system transfer function, $u_c \rightarrow u$, where $u_c$ is the reference or commanded value of $u$, for $K_u = -0.675$ is:

$$\left| \begin{array}{c} u \\ u_c \end{array} \right| = \left[ \begin{array}{c} 0.868 (1 - \frac{2s}{10}) \\ \frac{s^2}{2.25} + \frac{2(0.2)s}{2.25} + 1 \end{array} \right]$$

(4-8)

These pilot loop closures result in a 25° phase margin for the first $\theta$, loop closure and a 20° phase margin for the second $u$ loop closure. The value for $K_u$ used above results in unrealistically large $\theta$ excursions in response to gust disturbances, so a smaller value of $K_u$ was also used.
For $\xi = -0.0275$:

\[
\frac{u}{u_c} = \frac{0.360 (1 - \frac{s}{1.0})}{\left[ \left( \frac{s}{1.0} \right)^2 + \frac{2(0.2)s}{1.0} + 1 \right] \left[ \left( \frac{s}{1.75} \right)^2 + \frac{2(0.22)s}{1.75} + 1 \right]} \tag{4.9}
\]

In both cases, the system bandwidth is increased and a significant amount of system damping is supplied by the pilot.

The next step is to rearrange the equations of motion plus the pilot loop closures so that the signal paths containing the $X_u$ and $M_u$ stability derivatives appear as outer loops in the development of the $(u/u_p)^{*}$ transfer function with pilot loops closed. This will enable us to consider the effects of hysteresis in these stability derivatives:

\[
\begin{pmatrix}
(s - X_u) & \sigma & 0 \\
-M_u & (s^2 - M_u s) & F_u \\
\end{pmatrix}
\begin{pmatrix}
u \\
\theta \\
\end{pmatrix} = \begin{pmatrix}
-Y_{Pq} \varphi - Y_{Pu} u \ 
X_u \\
M_u \\
\end{pmatrix} \frac{u_p}{u} \tag{4.10}
\]

Rearranging:

\[
\begin{pmatrix}
\frac{s}{X_u} & \sigma & 0 \\
Y_{Pq} M_u & (s^2 - M_u s) + Y_{Pq} M_u & 0 \\
\end{pmatrix}
\begin{pmatrix}
u \\
\theta \\
\end{pmatrix} = \begin{pmatrix}
X_u \\
M_u \\
\end{pmatrix} \frac{u}{u_p} \tag{4.11}
\]

The open-loop transfer function for $(u/u_p)^{*}$ wherein $X_u$ and $M_u$ operate on the input, $(u + u_p)$ is:

\[
\left( \frac{u}{u + u_p} \right)^{*} = \frac{-X_u}{s(s - M_u) + Y_{Pq} M_u} - \sigma M_u \tag{4.12}
\]

*The double prime on transfer functions indicates that two pilot loop closures are included.*
A block diagram for the quasi-linear closed-loop system may then be constructed as shown below.

![Block Diagram](image)

Figure 4-3. Block Diagram of the Quasi-linear Pilot-SC-148 VTOL System in Hover

$x_u^*$ and $M_u^*$ denote linear gains scaling the outputs of hysteresis describing functions with unity slope characteristics. If $DF_1$ and $DF_2$ are replaced by unity slope hysteresis characteristics with the proper loop widths, then the operations on the $(u + u_r)$ signal represent the nonlinear stability derivatives $X_u$ and $M_u$.

Random input describing functions for the hysteresis nonlinearity are required for analysis of this problem. Two describing functions which are likely to be useful have been developed by Leland (Ref. 19) and Brown (Ref. 20).

Leland's analytical method proceeds parallel to the synthesis of hysteresis with analog computer components wherein a deadzone and a high gain integrator are contained in a unity gain feedback loop. This representation of hysteresis is used in the system under analysis with the deadzone element replaced by its random input describing function, a gain. The applicable value of this gain...
(for a given gain of the integrator) is that value which produces the RMS value of the input to the describing function for which that value of the gain is also the random input describing function for the deadzone. An extension of this procedure can be employed for the case wherein two nonlinear elements are present in the system. Vide Ref. 19.

The random input describing function for hysteresis developed by Brown (Ref. 20) has the form of a unity gain first order lag as does the form ultimately used by Ieland. However, Brown proceeds by empirically determining the lag break frequency as a function of the ratio of RMS value of the hysteresis input to the loop with and the half-power frequency of the input spectrum. The value of the lag break frequency is adjusted for minimum RMS error between the lag and actual hysteresis element outputs.

The half-power frequency, \( \omega_0 \), of a low-pass spectrum is defined by

\[
\int_0^{\infty} \Phi(a)da = \frac{1}{2} \int_0^{\infty} \Phi(a)\omega
\]

where \( \Phi(a) \) is the power spectral density. Brown has shown that the break frequency of the lag is directly dependent upon the half-power frequency of the input to the nonlinearity, and as a consequence of this fact, the break frequency is nondimensionalized by \( \omega_0 \).

When this random input describing function is used in a system, the applicable value of the lag break frequency is that value which produces the RMS value and half-power frequency of the input to the describing function for which that value of the break frequency is also the "optimum" random input describing function for the hysteresis. This procedure can also be extended to cases wherein two hysteresis elements are present in the system, but the calculation involved is very extensive.

Brown has also shown by example that the half-power frequency and RMS value of the nonlinearity input adequately characterize any lowpass input spectrum to this describing function. (Spectra which are obtained by shaping white noise with a lowpass first order filter are completely specified by these two parameters.)
From Refs. 27 and 28 the one-dimensional gust spectrum in the x axis direction, assuming isotropic turbulence, is

$$\Phi_{u_x u_x}(\omega) = \frac{\sigma^2 L}{s u_0} \frac{1}{1 + \left( \frac{\omega}{\omega_0} \right)^2}$$

where \(\sigma\) is the RMS level of the gust velocity, \(L\) is the scale length of the turbulence, \(\omega\) is the frequency of a particular spectral component and \(u_0\) is the mean velocity of the air mass with respect to the aircraft. Since we are dealing with a hovering vehicle, it is necessary to assume a headwind component with magnitude \(u_0\) in order for gusts to exist when using this representation. There is no theoretical model for gusts occurring at a fixed point over the ground in the absence of a mean wind. This lack is explainable by the fact that observations seem to indicate that the existence of longitudinal gusts is dependent on the existence of a mean wind.

The actual gust velocity may be considered to be produced by passing unit white noise through a filter having the transfer function:

$$s \sqrt{\frac{u_0 L}{s^2}}$$

Now the mean square value of any system variable can be evaluated by cascading the appropriate transfer function with the above filter and evaluating the Phillip's integral (Ref. 29).

Experimental data assembled to date indicates that the hysteresis loop width, when it exists, is nearly the same for \(x_1\) and \(M_u\), indicating that the same physical effect is producing the major portions of the force and moment due to \(u\). The maximum value of the hysteresis loop half-width observed so far is approximately 10 ft./sec.* For this problem, we will use a half-width, \(s\), of 8 ft./sec.*

*These are scaled to full-scale velocities.
Sufficient information is now assembled for quantitative evaluation of the hysteresis effects.

The first approach to the problem will assume that the hysteresis loop which is the same for \( X_u \) and \( X_v \). This is approximately true as mentioned previously. Under this assumption, the \( Y \) force and pitching moment due to \( u \) may be generated as shown in the sketch below instead of as shown in Figure 4-1.

\[
\begin{align*}
\text{DF} &= \frac{A}{s + A} \\
\frac{1}{u + u_l} &= -\frac{A}{s + A} \left[ s(s + A) + \frac{A}{s} \right] \left[ \frac{A}{s + A} \right] \\
\frac{1}{u + u_l} &= \frac{A}{s + A} u
\end{align*}
\]

The describing function (Ielasi's or Brown's) is a simple lag.

\[
\text{DF} = \frac{A}{s + A} \quad (1-15)
\]

The open-loop transfer function for the quasi-linear system is then (from Eq. 1-12)

\[
\begin{align*}
\frac{\dot{u}}{\dot{u}_l} &= \frac{A}{s + A} \left[ s(s + A) + \frac{A}{s} \right] \left[ \frac{A}{s + A} \right] \\
\frac{\dot{u}}{\dot{u}_l} &= \frac{A}{s + A} u
\end{align*}
\]

The closed-loop transfer function is:

\[
\frac{\dot{u}}{\dot{u}_l} = \frac{\dot{u}}{\dot{u}_l} (s^*) = \frac{A}{s + A(1 - D)}
\]
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When \( A \to 0 \) the system approaches the one which would exist if \( X_0 \) and \( M_0 \) were linear.

\[
\left( \frac{u}{v} \right)''(\omega) = \frac{U}{1 - U} = H
\]

(4-19)

When \( A \to 0 \) the \( X_0 \) and \( M_0 \) signal paths are open, therefore the \( u_0 \) disturbance input never exceeds the hysteresis loop width and:

\[
\left( \frac{u}{v} \right)''(0) = 0
\]

(4-20)

Equation 4-18 can be normalized to reflect only the changes in the \( u \) spectrum due to the nonlinear effect by dividing through by Eq. 4-19.

\[
\frac{1}{H} \left( \frac{u}{v} \right)''(A) = \frac{H_u}{s + 2U/H}
\]

(4-21)

Inasmuch as the power spectral density of \( u \) arising from \( v_0 \) can be obtained by multiplying \( v_0 u_0(\omega), |H(\omega)|^2 \), and \( \left| \frac{1}{H(\omega)} \left( \frac{u}{v} \right)''(\omega, A) \right|^2 \), Eq. 4-21 gives an assessment of the potential significance of the nonlinearity. \( \frac{1}{H} \left( \frac{u}{v} \right)''(A) \) may be developed as a function of \( A \), the characteristic parameter of the hysteresis describing function, using root locus techniques. The roots of \( \frac{1}{H} \left( \frac{u}{v} \right)''(A) \) for the pilot-XC-142 system are very closely approximated by those shown in Figure 4-4. The open-loop transfer function used to obtain Figure 4-4 is a low frequency approximation. There, a moderately well damped second order dipole pair occurring at a high frequency relative to the bandwidth of the input and the dominant system dynamics has been approximated by its low frequency equivalent. That is, for our example

\[
\frac{s^2 + 2(6.75)s + (6.90)^2}{s^2 + 2(2.72)s + (6.95)^2} \approx \frac{(6.90)^2}{(6.95)^2} = 0.983
\]

for \( |s| < 6.90 \). The open-loop root locus gain in the approximation is \( K = 0.983T \). Since it is \( \left| \frac{1}{H} \left( \frac{u}{v} \right)''(A) \right|^2 \) which is of interest, this has

58
been plotted as a function of $A$ in Figure 4-5 for the pilot-XC-142 system. Note that the parameter $A$ is as yet, unrelated to the parameters of the gust environment and the hysteresis loop width, $2a$. These relations can be determined using either Lecland's or Brown's random input describing function for hysteresis. We shall use Lecland's representation here because it requires considerably less computation.

The steps in implementing Lecland's method are as follows:

1. The gain, $G$, of the high-gain integrator in the describing function is selected so that the ratio of the deadzone half-width to the RMS of the deadzone input, $\varepsilon_0/\sigma_0$, is $\Theta(1)$ or greater. It is usually best to select a value for $G$ and then verify that this condition exists.

2. The quasi-linear system is solved for the RMS level of the input to the quasi-linearized deadzone element, $\sigma_0$, as a function of $K_{dg}$, the equivalent gain of the deadzone element.

3. If the above function of $K_{dg}$ is plotted with the Gaussian random input describing function for the deadzone element as $K_{dg}$ versus ratio of deadzone size to RMS deadzone input coordinates, the curves intersect for some value of $K_{dg}$. At this value, the RMS value of the input to $K_{dg}$ in the quasi-linear system is the same RMS value for which $K_{dg}$ is the random input describing function for the deadzone element.

4. The above value of $K_{dg}$ is used in a straightforward linear analysis to compute the RMS levels of the variables of interest, $u$ and $\theta$.

Denoting input to $K_{dg}$ by $\varepsilon$:

$$\varepsilon_0(A) = \frac{\varepsilon_0 H}{\sigma_0 + H}$$

(4-22)

where $A = K_{dg} u_0$, and:

$$\varepsilon(a) = \frac{\varepsilon_0 \sqrt{\sigma_0^2 + a^2}}{(\sigma_0 + H) (\varepsilon_0^2 + u_0^2/4)}$$

(4-23)

* $\Theta()$ indicates the order of magnitude of whatever number is placed within the parentheses.
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Figure 4.4. Development of $\frac{1}{H(s)}$ as a Function of $A$ by Root Locus for $K_A = 0.675$

Closed-Loop Poles are Poles of $\frac{K_A}{1 + K_A s}$
Figure 4-5. Modification Factor for a Spectrum Arising from Nonlinear Effect for $K_1 = -0.675$
Consider a hysteresis half-loop with, \( a \), of 8.0 ft./sec., an RMS gust level of 10 ft./sec. = \( c \), a head or tail wind of 10 ft./sec = \( U_0 \), and a turbulence scale length, \( L \), of 100 ft.\(^*\) (Since only the ratio of \( U_0 / L \) enters the computation, we will actually be considering all \( U_0 \) and \( L \) (or \( b \)) such that \( U_0 / L = 0.1 \), \( L = 0.93b \).)

Then for \( K_t = 0.675 \)

\[
\epsilon(s) = \frac{10 \sqrt{0.1/s}}{[1 + F(s)] (s + 0.1)} \quad (4-26)
\]

where

\[
F(s) = \frac{s^2 + 2(1.98) s + (2.31)^2}{s^2 + 2(1.155) (2.155) s + (2.31)^2} = \frac{s^2 + 2(1.272) (6.90) s + (6.90)^2}{s^2 + 2(1.272) (6.95) s + (6.95)^2} = \frac{(s + 1.13)^2}{(s + 1.15)^2} \quad (4-29)
\]

for \( |s| < 2.155 \),

\[
\epsilon(A) = \frac{10 \sqrt{0.1/s}}{(s + 1.13A) (s + 0.1)} = \frac{10 \sqrt{0.1/s}}{(s + 20K_{dx}) (s + 0.1)} \quad (4-29)
\]

where \( 1.13 C = 20 \), \( \bar{e}^2 \) as a function of \( K_{dx} \) may be obtained by evaluating the following integral. [See Ref. 29].

\[
\bar{e}^2 = \frac{20}{2\pi} \int_{-\infty}^{+\infty} \frac{s}{(s + 20K_{dx}) (s + 0.1)} \left( \frac{s}{-s + 20K_{dy}} \right) (s + 0.1) ds \quad (4-26)
\]

\*The turbulence scale length is taken to be proportional to altitude for altitudes less than 1000 ft. See Refs. 27 and 28. \( L = 0.93b \), \( b < 1000 \) ft.
Computation of other cases for different values of \( \frac{U_0}{L} \) and \( K_u \) are carried out in a similar manner although the computations are more complex because approximations such as in Eq. (4-23) for the case shown cannot then be made. Results for \( \frac{U_0}{L} = 0.1, 0.2 \) and \( K_u = -0.675, -0.0575 \) are summarized in the following table and Figure 4.6 along with the values of \( K_{dz} \) for which \( \frac{a}{\sqrt{a}}(K_{dz}) \) intersects the desired describing function curve.

We need not consider various \( \sigma \) values because of the quasi-linear nature of the ultimate system model. What is of main importance is covering the range in \( A \) from \( \frac{U_0}{L} \) to the frequency of the dominant system mode.

<table>
<thead>
<tr>
<th>C</th>
<th>( K_u )</th>
<th>( \frac{U_0}{L} ) (sec)(^{-1} )</th>
<th>( K_{dz} )</th>
<th>( \frac{a}{\sqrt{a}} ) (sec)(^{-0.5} )</th>
<th>( K_{dz} ) Intersect.</th>
</tr>
</thead>
<tbody>
<tr>
<td>20/1.13</td>
<td>-0.675</td>
<td>0.1</td>
<td>0.01</td>
<td>1.39</td>
<td>0.05</td>
</tr>
<tr>
<td>0.5/0.994</td>
<td>-0.0575</td>
<td>0.1</td>
<td>0.15</td>
<td>1.285</td>
<td>0.25</td>
</tr>
<tr>
<td>2.0/0.994</td>
<td>-0.0575</td>
<td>0.2</td>
<td>0.15</td>
<td>1.28</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Notice that \( a/\sqrt{a} \geq 0(1) \) indicating that the values of \( C \) used are adequate in magnitude.

The values of \( K_{dz} \) at the intersections are used to compute the quasi-linear transfer functions for \( \frac{V}{U_k} \) and \( \frac{\theta}{U_k} \) which are necessary to compute \( \sigma_u \) and \( \sigma_\theta \).

Continuing the example computation, we find that \( A = C K_{dz \text{ intersect}} \) = 0.966. The poles of the closed-loop quasi-linear transfer functions can be found from Figure 4.6. The zeros of the \( V/U_k \) and \( \theta/U_k \) transfer functions are not affected by the nonlinearity. Therefore, the zeros
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Figure 4-6. Describing Function Curve and System Function Curves for Pilot-XC-148 System
of the \( \left( \frac{u}{w_0} \right) \) transfer function are those of \( H \).

\[
\left( \frac{u}{w_0} \right) (s) = -\frac{-(s + 1.45)(s + 1.45)}{s(s^2 + 2(1.19) 7.22s + (7.22)^2)} \]

\[
+ M(s^2 + 2(1.19) 2.31s + (2.31)^2) (s^2 + 2(2.72) 6.90s + (6.90)^2)
\]

Dividing through by \((s^2 + 2(2.72) 6.90s + (6.90)^2)\) and using a previous low frequency approximation plus the approximation

\[
- A(1.43) (s + 1.45) \frac{s^2 + 2(1.19) 7.22s + (7.22)^2}{s^2 + 2(2.72) 6.90s + (6.90)^2}
\]

\[
\frac{s}{s} + A(1.43) \frac{(7.22)^2}{(6.90)^2} = -0.483A (s + 1.45)
\]

for \(|s| \leq 6.95\) gives:

\[
\left( \frac{u}{w_0} \right) (s) = \frac{A(-1.68) (s + 1.45)}{s(s^2 + 2(0.93)(2.15s + (2.15)^2)}
\]

\[
+ 0.483A (s^2 + 2(1.19) 2.31 s + (2.31)^2)
\]

\[
\left( \frac{u}{w_0} \right) (5.66) = \frac{(-1.68) (-1.68) (s + 1.45)}{(s + 0.93)(s^2 + 2(0.93)(2.21 s + (2.21)^2)}
\]

\[
\left( \frac{u}{w_0} \right) (5.66) = \frac{10\sqrt{5.62}(5.66) (-1.68) (s + 1.45)}{(s + 0.93)(s^2 + 2(0.93)(2.21 s + (2.21)^2)}
\]

The evaluation of Philip's integrals in Ref. 59 may again be used to calculate \( c_0 \) and \( c_g \).

In order to calculate \( c_g \), the \( (\theta/u)^n \) quasi-linear transfer function is required.

\[
(\theta/u)^n = \frac{M_d s + X_{pe} M_{oe} (-X_d)}{(-X_d) \left[ s(s + M_d) + X_{pe} M_{oe} \right] - g M_d}
\]
The results of these computations are summarized in the following table.

<table>
<thead>
<tr>
<th>$u_0/L$ (sec)$^{-1}$</th>
<th>$K_u$</th>
<th>$A$(sec)$^{-1}$</th>
<th>$\frac{\pi}{\omega_u}$ (sec)</th>
<th>$\omega_u$(deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>-0.575</td>
<td>0.566</td>
<td>1.25</td>
<td>7.13</td>
</tr>
<tr>
<td>0.2</td>
<td>=</td>
<td>0.867</td>
<td>1.06</td>
<td>6.40</td>
</tr>
<tr>
<td>0.1</td>
<td>-0.575</td>
<td>0.1006</td>
<td>6.20</td>
<td>2.70</td>
</tr>
<tr>
<td>0.2</td>
<td>=</td>
<td>0.401</td>
<td>5.97</td>
<td>2.74</td>
</tr>
</tbody>
</table>

Results

Calculated values for $\omega_u$ and $\omega_d$ indicate that the break frequency of the describing function, $A$, has little effect upon $\omega_u$ and $\omega_d$ when $A \geq u_0/L$ and the pilot is providing a reasonable amount of attitude stabilization. Of course, as $A \to 0$ $\omega_u$ and $\omega_d$ will approach zero also. More important by far in determining system performance, is the pilot's velocity loop closure gain, $K_u$. The results indicate that in all likelihood, the pilot will adjust this gain to achieve a tradeoff between $\omega_u$ and $\omega_d$ to his liking.

The above results arise from the fact that the hysteresis nonlinearity is in the forward portion of a closed loop with respect to $u_0$ inputs, and this closed loop has low open-loop gain. This, combined with the high-gain loop closure the pilot supplies for attitude stabilization, makes the effect of the nonlinear loop closure quite unimportant on a comparative basis. Hence the effect of the non-linearity is essentially open-loop in nature. That is, the damping and frequency of the $u_0/(s + A)$ transfer function poles are nearly the same as the poles of $(u/u_0)^{(A)}$. Handling qualities theory has enabled us to show that dominant mode damping ratios on the order of 0.1 and greater, and bandwidths on the order of 1.0 rad/sec. and greater are achievable in the case of the XC-142 through pilot control, and assures us, therefore, that the nonlinear effects will not significantly alter the pole positions of the closed-loop pilot-vehicle system.
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In fact, considering Figure 4-3 it is quite evident that decreasing values of $A$ (increasing ratio of hysteresis loop width to RMS input) will be beneficial, rendering the pilot-hoovering tilt-wing V/STOL system relatively less sensitive to gusts in relatively calm air than it would otherwise be if $X_0$ and $M_0$ were linear.

Because the effects of $X_0$ and $M_0$ are so nearly open-loop in nature, it would be uninteresting to pursue the case of separate treatment of the individual nonlinear characteristics further. It is inevitable that the parameters for each nonlinearity will be nearly identical and the results would not shed new light on the problem.

Finally, when comparisons of our end results are made with our initial expectations based upon the vehicle characteristics alone, the discrepancy between them should serve as a strong reminder that it is most often foolish to predict pilot-vehicle system performance on the basis of vehicle characteristics alone.


---
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APPENDIX A

EQUATIONS FOR GENERALIZED PERIODIC INPUT DESCRIBING FUNCTION CALCULATION

The equations given below are applicable when a single isolated nonlinear element is contained in a closed loop which otherwise contains only constant coefficient linear elements. The nonlinearity must be describable piecewise by algebraic functions of the nonlinearity input. Simple and complex (e.g., hysteresis) nonlinearities are included although the latter may require some small amount of logical description in addition to the piecewise algebraic description.

Cascaded linear elements contained in the loop are given by \( G(j\omega) \), the complex gain of the linear elements at the \( n \)th harmonic of the fundamental frequency, \( \omega \). The amplitude ratio squared and phase angle of a general \( G(j\omega) \), using the notation of Ref. 30, is given by Eqs. A-1 and A-2. An arbitrary constant phase shift, \( \phi_0 \), has been included in these equations to assist in obtaining an initial solution to the problem (see Chapter III).

1. Frequency Response and Sensitivity for Linear Portion of the Open-loop.
   a. Amplitude ratio squared

\[
|G(j\omega)|^2 = \frac{K^2}{\sum_{n=-K}^{K} \left[ \left| V_{n}\right|^2 + \left( \frac{2\pi}{\omega_0} V_{n}\right)^2 \right]}
\]

\[
= \frac{1}{\omega^2 + \left( \frac{2\pi}{\omega_0} \right)^2} \left[ 1 + \left( \frac{2\pi}{\omega_0} \right)^2 \right] \tag{A-1}
\]

*In following the notational precedent set in Ref. 30 we must pay special attention to the fact that the product over \( i \) refers to a different set of roots than the product over \( j \). Despite the apparent similarity of the numerator and denominator roots in the generalized notational form used, cancellations will not occur to the extent that the two sets of roots are numerically different.
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b. Phase angle

\[ \phi(j\omega) + \Delta = \sum_{j=1}^{W} \tan^{-1} \left( \frac{2j\omega}{\omega_j} \right) + \sum_{j=W+1}^{n} \tan^{-1} \left( \frac{2j\omega}{\omega_j} \right) + \text{logic} \]

\[ - \sum_{i=1}^{V} \tan^{-1} \left( \frac{2i\omega}{\omega_i} \right) - \sum_{i=V+1}^{m+n-k} \tan^{-1} \left( \frac{2i\omega}{\omega_i} \right) - \frac{k\pi}{2} - \text{nr} + \Delta \]

(A-2)

Logic function for inverse trig function arguments

<table>
<thead>
<tr>
<th>Numerator Sign of Argument</th>
<th>Denominator Sign of Argument</th>
<th>Relation of Actual Angle to Principal Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>+</td>
<td>(PV)</td>
</tr>
<tr>
<td>-</td>
<td>+</td>
<td>- (PV)</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>(\pi + (PV))</td>
</tr>
<tr>
<td>+</td>
<td>-</td>
<td>(\pi - (PV))</td>
</tr>
</tbody>
</table>

The principal value, (PV), is assumed to range from 0 to \(\pi/2\).

c. Amplitude ratio squared sensitivity to frequency

\[ \frac{\partial |\phi(j\omega)|^2}{\partial \omega} = 2 \left| \phi(j\omega) \right|^2 \]

\[ \left\{ k + \sum_{j=1}^{W} \left( \frac{2j\omega}{\omega_j} \right)^2 - 2 \left( \frac{1 - \frac{\omega_j}{\omega}}{\omega_j} \right)^2 \left( \frac{\omega_j}{\omega} \right)^2 \right\} \]
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\[ + \sum_{j=2V}^{n} \frac{(T_{j,0})^2}{1 + (T_{j,0})^2} \]

\[ - \sum_{i=1}^{V} \left( \frac{2\xi_{i,0}}{\omega_i} \right)^2 - 2 \left( 1 - \left( \frac{m_0}{\omega_0} \right) \right) \left[ \frac{m_0}{\omega_0} \right] + \left( \frac{2\xi_{i,0}^2}{\omega_i} \right) \]

\[ - \sum_{i=2V}^{m+k} \frac{(T_{i,0})^2}{1 + (T_{i,0})^2} \]  

(A-5)

d. Phase angle sensitivity to frequency

\[ \frac{\delta(\alpha)(\alpha_0) + \delta}{\alpha_0} = \frac{\delta(\alpha)(\alpha_0)}{\alpha_0} = \omega T \]

\[ + \frac{1}{2} \sum_{i=1}^{V} \left( 1 - \left( \frac{m_0}{\omega_0} \right) \right) \frac{(T_{j,0})^2}{1 + (T_{j,0})^2} + \sum_{j=2V}^{n} \frac{(T_{j,0})^2}{1 + (T_{j,0})^2} \]  

(A-6)

\[ - \sum_{i=1}^{V} \left( \frac{2\xi_{i,0}}{\omega_i} \right) \left( 1 + \left( \frac{m_0}{\omega_0} \right) \frac{2\xi_{i,0}^2}{\omega_i} \right) \sum_{i=2V}^{m+k} \frac{(T_{i,0})^2}{1 + (T_{i,0})^2} \]


a. Definition of nonlinear element input-output characteristics

\[ x_0 = f(x_1) \]  

(A-5)

where  

\[ x_0 \]  is the output of the nonlinear element

\[ x_1 \]  is the input to the nonlinear element
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The function $f$ relates the input, $x_1$, to the output, $x'_1$. In application, the function $f$ may be composed of several algebraic functions, $f_r$, each of which obtains over some interval in $x_1$.

b. Definition and composition of the $x_4$ and $x_0$ signals.

$$x_4 \triangleq \sum_{m=1}^{M} c_m \sin (m\theta + \psi_m)$$  
$$\psi_m \triangleq \phi - \theta$$  
$$x_0 \triangleq \sum_{m=1}^{M'} c_m \sin (m\theta + \varphi_m) \cdot x'_0$$  
(A-6)

$x_0$ is a truncated series approximation to $x_0$. The truncation is performed such that $M' = M$ or $M' = M + 1$; the latter case is an alternate statement of one special case of interest wherein $M' = M$ with $\varphi_m = 0$.

c. Definition of the generalized describing function.

For the $m^{th}$ harmonic, the negative inverse describing function amplitude ratio squared is:

$$\left| -1/R_m \right|^2 = \frac{c_m^2}{c_n^2} = \frac{\gamma_m^2}{A_m^2 + \beta_m^2}$$  
(A-7)

The negative inverse describing function phase angle is:

$$\theta (\left| -1/R_m \right|^2) = \varphi_m - \varphi_n - \pi = \varphi_m - \tan^{-1} \left( \frac{A_m}{\beta_m} \right) + \pi$$  
(A-9)

$A_m$ and $\beta_m$ are given by the following equations:

$$A_m = \frac{1}{\pi} \int_0^{2\pi} f(\theta; \gamma_1, \gamma_2, \ldots, \gamma_M \cdot \varphi_2, \ldots, \varphi_M) \cos m \theta \, d\theta$$  
(A-10)
\[ B_m = \frac{1}{\pi} \int_0^{2\pi} s(\theta; c_1, c_2, \ldots, c_M; \psi_2, \psi_3, \ldots, \psi_M) \sin \theta d\theta \]  \hspace{1cm} (A-11) \]

In these equations, the integral over \( \theta \) must be considered in parts corresponding to intervals in \( \theta \) (or \( x_l \)) over which a single algebraic function, \( f_r \), represents the function, \( f \). The end points of these intervals will be denoted by \( \theta_e \). The equations for \( A_m \) and \( B_m \) may then be written explicitly in terms of these intervals in \( \theta \) over a range from 0 to 2\( \pi \).

\[ A_m = \frac{1}{\pi} \sum_{r=1}^{R} \int_{\theta_{e-1}}^{\theta_e} f_r(\theta; c_1, c_2, \ldots, c_M; \psi_2, \psi_3, \ldots, \psi_M) \cos \theta d\theta \]  \hspace{1cm} (A-12)  

\[ B_m = \frac{1}{\pi} \sum_{r=1}^{R} \int_{\theta_{e-1}}^{\theta_e} f_r(\theta; c_1, c_2, \ldots, c_M; \psi_2, \psi_3, \ldots, \psi_M) \sin \theta d\theta \]  \hspace{1cm} (A-13)  

\[ \theta_e > \theta_0 \text{ and } \theta_e < 2\pi. \]

The intermediate intervals are determined by the solutions to a set of transition point equations which are assumed to be of the form

\[ f_r(x_l) = 0, \quad r = 1, 2, \ldots, R \]  \hspace{1cm} (A-14)  

which is adequate to describe relay, dead zone, saturation, etc., characteristics. (A more complex description is required for complex nonlinearities.)

Transition point equations express the transition from one algebraic equation describing the nonlinear characteristic to another algebraic equation describing the nonlinear characteristic. This may be diagrammed as shown:

\[ X_0 \quad \longrightarrow \quad f_r(X_l) \quad \longrightarrow \quad X_r \]

\[ X_l \]
The transition point equation for the case shown above is:

$$r(x) = x_1 - x_2 = 0$$  \hspace{1cm} (A-15)$$

or

$$\left[ \sum_{n=1}^{M} c_n \sin(\omega n + \phi_n) \right] - x_2 = 0$$  \hspace{1cm} (A-16)$$

A solution to this equation is $\theta = \theta_P$. The $r$ index is incremented every time $x_4$ passes through a transition point such as $x_2$ shown. As $x_4$ executes a single period, i.e., as $\theta$ ranges from 0 to $2\pi$, certain transition point equations may be repeated because some transition point equations will have multiple solutions in $\theta$. For the purpose of this problem, the transition points are most easily considered in order of increasing $\theta$ in the interval $0 < \theta < 2\pi$. The reason for this is obvious upon considering the equation for $A_n$ and $B_n$, since successive values of the transition points, $\theta_n$, are required for these calculations.

In practice, the transition points, $\theta_n$, would be found by incrementing through the $\theta$ variable in the $0$ to $2\pi$ interval and noting those values of $\theta$ for which a transition point equation is satisfied.

a. Sensitivity of the generalized describing function to $\alpha^2$, where $\alpha^2$ represents one member of the set of problem parameters $c_1$, $c_2$, ..., $c_M$, $\phi_1$, $\phi_2$, ..., $\phi_M$.

Sensitivity of the $m$th harmonic negative inverse describing function squared to $\alpha^2$:

$$\frac{\alpha(1 - 1/\alpha^2)^2}{\alpha^2} \left[ \left( c_n \frac{\partial c_n^m}{\partial \alpha^2} \frac{\partial c_n^m}{\partial \alpha^2} \right) - 2 \left( c_n \frac{\partial c_n^m}{\partial \alpha^2} \frac{\partial c_n^m}{\partial \alpha^2} \right) \right]$$  \hspace{1cm} (A-17)$$
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Sensitivity of the $n$th harmonic negative inverse describing function phase to $\alpha_k$.

\[
\frac{\partial (A - 1/N_m)}{\partial \alpha_k} = \frac{\partial \delta_m}{\partial \alpha_k} \frac{\partial \theta_m}{\partial \alpha_k}
\]

\[
\frac{\partial \theta_m}{\partial \alpha_k} = \frac{1}{\lambda_k^2 + \psi_m^2} \left[ \frac{\partial \phi_m}{\partial \alpha_k} - \frac{\partial \psi_m}{\partial \alpha_k} \right]
\]

Recall that $\alpha_k$ is a dummy parameter that may represent any one of the parameters, $\alpha_1$, $\alpha_2$, ..., $\alpha_l$, $\theta_1$, $\theta_2$, ..., $\theta_m$. Eqs. A-20 through A-23 follow directly from this fact. The introduction of a dummy parameter enables the equations to be written in a form which is considerably more compact than would be possible otherwise.

\[
\frac{\partial \delta_m}{\partial \alpha_k} = 1.0 \quad \text{for } \alpha_k = \alpha_m
\]

\[
\frac{\partial \psi_m}{\partial \alpha_k} = 0 \quad \text{for } \alpha_k \neq \alpha_m
\]

\[
\frac{\partial \theta_m}{\partial \alpha_k} = 1.0 \quad \text{for } \alpha_k = \psi_m
\]

\[
\frac{\partial \phi_m}{\partial \alpha_k} = 0 \quad \text{for } \alpha_k \neq \psi_m
\]

\[
\frac{\partial \lambda_m}{\partial \alpha_k} = \frac{1}{(\lambda_m^2 + \psi_m^2)^{1/2}} \left[ \lambda_m \frac{\partial \phi_m}{\partial \alpha_k} + \psi_m \frac{\partial \theta_m}{\partial \alpha_k} \right]
\]

\[
\frac{\partial \phi_m}{\partial \alpha_k} = \frac{1}{\pi} \sum_{r=1}^{R} \int_{0}^{\theta_r} \frac{\partial \phi_m}{\partial \theta_r} \frac{\partial \theta_m}{\partial \alpha_k} \sin (\theta_r + \psi_m)
\]
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\[
+ \frac{\partial \Phi}{\partial \phi_0} c_m \cos(m\phi + \psi_m) \cos n\phi d\phi
\]

\[+ f_r(\theta_r) \frac{\partial \phi_r}{\partial \phi_0} c_m \sin m\phi \sin \theta_r + f_r(\theta_{r-1}) \frac{\partial \phi_{r-1}}{\partial \phi_0} c_m \sin m\phi \sin \theta_{r-1}\] (A-25)

\[
\frac{\partial \Phi}{\partial \phi_0} \sum_{r=1}^{R} \int \theta_{r-1} \frac{\partial \Phi}{\partial \theta_r} c_m \sin(m\phi + \psi_m) d\phi
\]

\[+ \frac{\partial \Phi}{\partial \phi_0} c_m \cos(m\phi + \psi_m) \sin n\phi d\phi\] (A-26)

\[+ f_r(\theta_r) \frac{\partial \phi_r}{\partial \phi_0} \sin m\phi \sin \theta_r - f_r(\theta_{r-1}) \frac{\partial \phi_{r-1}}{\partial \phi_0} \sin m\phi \sin \theta_{r-1}\]}

The $\frac{\partial \phi_r}{\partial \phi_0}$ may usually be hand computed (algebraically). Note that the last two terms in the braces in Eqs. A-25 and A-26 result from the fact that the limits of integration in Eqs. A-12 and A-13 are functions of $c_1, c_2, \ldots, c_M, \psi_2, \psi_3, \ldots, \psi_M$. The last two terms in the braces of Eqs. A-25 and A-26 are cancelled by negative counterparts in the summation over $r$ if $f$ is a continuous function. That is, if $f_r(\phi_{r-1}) = f_{r-1}(\phi_{r-1})$ over all $r$. $f_r(\theta_r)$ and $f_r(\theta_{r-1})$ are constants which are the nonlinearity output signal levels at the transition points $r$ and $r-1$ respectively in $r$.

Transition point sensitivity to $\phi_0$.
To calculate $\frac{\partial \phi_r}{\partial \phi_0}$, consider the equation defining $\theta_r$.

\[F_r(x_r) = \sum_{m=1}^{M} c_m \sin(m\phi_r + \psi_m) - \theta_r = 0\] (A-27)

If we regard $x_r$ as a function of the intermediate variable, $\theta_r$, and of the independent variables, $c_1, c_2, \ldots, c_M, \psi_2, \psi_3, \ldots, \psi_M$, then
\[
\frac{\partial^2 r}{\partial \varphi^2} \neq c_m = 0 \quad \text{const.} 
\]

for \( \varphi = \varphi_1, \varphi_2, \ldots, \varphi_M \). That is, \( \varphi \) is a dummy parameter that may represent any one of the parameters, \( c_1, c_2, \ldots, c_M \).

\[
\frac{\partial^2 r}{\partial \varphi^2} \neq c_m = 0 = \sin (m \varphi + \psi_m) + \frac{\partial^2 r}{\partial c_m^2} \sum_{m=1}^{M} n_m \cos (m \varphi + \psi_m) 
\]

(A-29)

and:

\[
\frac{\partial^2 r}{\partial c_m^2} = - \frac{\sin (m \varphi + \psi_m)}{\sum_{m=1}^{M} n_m \cos (m \varphi + \psi_m)}
\]

(A-30)

For \( \varphi_1, \varphi_2, \ldots, \varphi_M \) (again \( \varphi \) is a dummy parameter)

\[
\frac{\partial^2 r}{\partial \varphi^2} \neq \psi_m = 0 = c_m \cos (m \varphi + \psi_m) + \frac{\partial^2 r}{\partial \psi_m^2} \sum_{m=1}^{M} n_m \cos (m \varphi + \psi_m) 
\]

(A-31)

and

\[
\frac{\partial^2 r}{\partial \psi_m^2} = \frac{c_m \cos (m \varphi + \psi_m)}{\sum_{m=1}^{M} n_m \cos (m \varphi + \psi_m)}
\]

(A-32)

3. Definition of a Positive Definite Criterion Function, Its Sensitivity to \( A, a \) and \( \varphi \), and Parameter Updating Equations.
\[ e = \sum_{n=1}^{N} \beta_n^2 + \sum_{n=1}^{N} \gamma_n^2 \]  

\[ \tilde{\alpha}_n = K_0 \left[ \delta \alpha(j \omega_n) + \Delta - X - 1/\gamma_n \right] \]  

\[ \gamma_n \frac{\Delta}{\left| \delta \alpha(j \omega_n) \right|^2 - 1 - 1/\nu_n^2(\gamma_n)} \]  

\[ \frac{\partial \tilde{\alpha}}{\partial \alpha} = K_0 \frac{\partial \left( \delta \alpha(j \omega_0) \right)}{\partial \omega_0} \]  

\[ \frac{\partial \gamma}{\partial \omega_0} = \frac{\partial \left( \left| \delta \alpha(j \omega_0) \right|^2 \right)}{\partial \omega_0} \]  

\[ \frac{\partial \beta}{\partial \omega_n} = -K_0 \frac{\partial (4 - 1/\gamma_n)}{\partial \omega_n} \]  

\[ \frac{\partial \gamma}{\partial \omega_n} = -\frac{\partial \left( \left| -1/\nu_n^2(\gamma_n) \right|^2 \right)}{\partial \omega_n} \]  

where \( \alpha_n, \beta_n, \gamma_n \) Parameter updating equations using Newton's iterative method. The parameter changes are obtained by solution of Eq. A-40.
\[
\begin{array}{cccccc}
\frac{\partial \omega}{\partial \omega} & \frac{\partial \omega}{\partial \zeta_1} & \frac{\partial \omega}{\partial \zeta_2} & \cdots & \frac{\partial \omega}{\partial \gamma_1} & \frac{\partial \omega}{\partial \gamma_2} \\
\frac{\partial \delta_1}{\partial \omega} & \frac{\partial \delta_1}{\partial \zeta_1} & \frac{\partial \delta_1}{\partial \zeta_2} & \cdots & \frac{\partial \delta_1}{\partial \gamma_1} & \frac{\partial \delta_1}{\partial \gamma_2} \\
\frac{\partial \delta_2}{\partial \omega} & \frac{\partial \delta_2}{\partial \zeta_1} & \frac{\partial \delta_2}{\partial \zeta_2} & \cdots & \frac{\partial \delta_2}{\partial \gamma_1} & \frac{\partial \delta_2}{\partial \gamma_2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{\partial \delta_M}{\partial \omega} & \frac{\partial \delta_M}{\partial \zeta_1} & \frac{\partial \delta_M}{\partial \zeta_2} & \cdots & \frac{\partial \delta_M}{\partial \gamma_1} & \frac{\partial \delta_M}{\partial \gamma_2} \\
\frac{\partial \gamma_1}{\partial \omega} & \frac{\partial \gamma_1}{\partial \zeta_1} & \frac{\partial \gamma_1}{\partial \zeta_2} & \cdots & \frac{\partial \gamma_1}{\partial \gamma_1} & \frac{\partial \gamma_1}{\partial \gamma_2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{\partial \gamma_1^M}{\partial \omega} & \frac{\partial \gamma_1^M}{\partial \zeta_1} & \frac{\partial \gamma_1^M}{\partial \zeta_2} & \cdots & \frac{\partial \gamma_1^M}{\partial \gamma_1} & \frac{\partial \gamma_1^M}{\partial \gamma_2} \\
\frac{\partial \gamma_2}{\partial \omega} & \frac{\partial \gamma_2}{\partial \zeta_1} & \frac{\partial \gamma_2}{\partial \zeta_2} & \cdots & \frac{\partial \gamma_2}{\partial \gamma_1} & \frac{\partial \gamma_2}{\partial \gamma_2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{\partial \gamma_2^M}{\partial \omega} & \frac{\partial \gamma_2^M}{\partial \zeta_1} & \frac{\partial \gamma_2^M}{\partial \zeta_2} & \cdots & \frac{\partial \gamma_2^M}{\partial \gamma_1} & \frac{\partial \gamma_2^M}{\partial \gamma_2} \\
\end{array}
\]

\[
\begin{bmatrix}
\omega \\
\delta_1 \\
\delta_2 \\
\vdots \\
\delta_M \\
\gamma_1 \\
\gamma_2 \\
\vdots \\
\gamma_1^M \\
\gamma_2^M
\end{bmatrix}
= \begin{bmatrix}
\beta_1 \\
\delta_{c_1} \\
\delta_{c_2} \\
\vdots \\
\delta_{c_M} \\
\gamma_1 \\
\gamma_2 \\
\vdots \\
\gamma_1^M \\
\gamma_2^M
\end{bmatrix}
\]
APPENDIX B  
ALGEBRAIC MODIFICATION OF THE TAYPKIN LOCI
TECHNIQUES FOR THE SATELLITE ATTITUDE CONTROL PROBLEM*

Two of the four necessary and sufficient conditions (often displayed by means of the Taypkin loci) for a periodic solution of a system containing one off-on nonlinear element in a closed loop have been arranged into an algebraic form suitable for digital computation and specialized to treat the system shown in Fig. B-1.

Switching times of the off-on nonlinearity are computed to satisfy harmonic balance around the control loop. The fundamental frequency of the periodic oscillation and the amplitudes and phases of the harmonics are determined as by-products of the switching time calculations.

The remaining two necessary conditions are that the input to the nonlinearity has a negative first derivative with respect to time when switching off the positive torque pulse and when switching on the negative torque pulse. Satisfaction of these conditions is best verified by direct calculation after the switching times, frequencies, amplitudes and phase have been found.

![Diagram](image)

**Figure B-1. Satellite Attitude Control System**

Assume for the two harmonic case:

\[ y(t) = x_1 = c_1 \sin at + c_2 \sin (2at + \psi_2) \quad (B-1) \]

\[ x'_0 = x_0 = y(t) \quad (B-2) \]

\[ x_0 = B_1 \sin at + A_1 \cos at + B_2 \sin 2at + A_2 \cos 2at \quad (B-3) \]

*Developed by Robert L. Stapleford for the express purpose of resolving the apparent paradox encountered in applying the generalized periodic input describing function to the satellite attitude control problem.
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Figure B-2. Output of Nonlinear Element

Solution for the two harmonic case:

1. Estimate $\theta_1$ and $\theta_2$

2. Compute $B_1$ and $A_1$

\[
B_1 = \frac{\omega}{s} (\cos \theta_1 - \cos \theta_2) \tag{B-1}
\]

\[
A_1 = \frac{\omega}{s} (\sin \theta_2 - \sin \theta_1) \tag{B-2}
\]

3. Solve for $\omega$ to balance phase of 1st harmonic

\[
0 = \tan^{-1} \frac{A_1}{B_1} + \tan^{-1} \omega \theta_1 - \omega \theta_2 \tag{B-3}
\]

Use Newton's method to iterate for $\omega$, i.e., $h(\omega) = 0$

\[
h = \tan^{-1} \frac{A_1}{B_1} + \tan^{-1} \omega \theta_1 - \omega \theta_2 \tag{B-4}
\]

\[
\frac{dh}{d\omega} = \frac{\theta_1}{1 + \omega^2 \theta_2^2} - \tau \tag{B-5}
\]

\[
\omega_{n+1} = \omega_n - \frac{\tan^{-1} \frac{A_1}{B_1} + \tan^{-1} \omega_n \theta_1 - \omega_n \theta_2}{\frac{\theta_1}{1 + \omega_n^2 \theta_2^2} - \tau} \tag{B-6}
\]

with $\omega_0 = 0$
1. Solve for $c_1$ to balance amplitude of 1st harmonic

$$c_1 = \frac{K_1K_2}{a^2} \sqrt{(A_1^2 + A_2^2)(1 + a^2 B_1^2)} \quad (B-10)$$

5. Compute $B_3$ and $A_3$

$$B_3 = \frac{2a}{3a} \left( \cos \theta_1 - \cos \theta_2 \right)$$

$$A_3 = \frac{2a}{3a} \left( \sin \theta_2 - \sin \theta_1 \right) \quad (B-11)$$

6. Solve for $c_3$ to balance amplitude of 3rd harmonic

$$c_3 = \frac{K_1K_2}{g_{32}} \sqrt{(B_3^2 + A_3^2)(1 + g_{32}^2)} \quad (B-12)$$

7. Solve for $\psi_3$ to balance phase of 3rd harmonic

$$\psi_3 = \tan^{-1} \frac{A_3}{B_3} + \tan^{-1} \frac{g_{32} \theta_3 - \chi_3}{1 - g_{32}^2} \quad (B-13)$$

8. Compute errors in magnitude of $x_2$ at $\theta_1$ and $\theta_2$

$$- \epsilon_1 = a - c_1 \sin \theta_1 - c_3 \sin (3\theta_1 + \psi_2) \quad (B-14)$$

$$- \epsilon_2 = a - c_1 \sin \theta_2 - c_3 \sin (3\theta_2 + \psi_2) \quad (B-15)$$

9. Iterate $\theta_1$ and $\theta_2$ until $\epsilon_1$ and $\epsilon_2 = 0$ or at least $\frac{\epsilon_i}{a} \ll 1, \quad i = 1, 2$

Notes:

a. Include $2\pi$ resolution in $\tan^{-1}$

b. $A_3$ should always be negative or $\sin \theta_1 > \sin \theta_2$, or

$$\left| \frac{\pi}{2} - \theta_1 \right| < \left| \frac{\pi}{2} - \theta_2 \right| \quad (B-16)$$
to obtain solution frequencies which are less than the frequency for which

\[ \frac{K_1K_0}{\sigma^2} \left( \pi \psi + 1 \right) e^{-j\omega t} = x, \]

but greater than zero.

Additional harmonics are treated in precisely the same manner as was the third harmonic. The derivatives which follow were calculated for the \( n \)th harmonic

**Derivatives**

\[ \frac{\partial R_1}{\partial \theta_1} = \frac{2\phi}{\pi} \sin n\theta_1, \quad \frac{\partial R_2}{\partial \theta_2} = \frac{2\phi}{\pi} \sin n\theta_2 \]  \hspace{1cm} (B-17, 18)

\[ \frac{\partial A_1}{\partial \theta_1} = -\frac{2\phi}{\pi} \cos n\theta_1, \quad \frac{\partial A_2}{\partial \theta_2} = \frac{2\phi}{\pi} \cos n\theta_2 \]  \hspace{1cm} (B-19, 20)

\[ \frac{\partial \phi}{\partial \theta_1} = \frac{A_1}{B_1 + A_1} \frac{\partial \theta_1}{\partial \theta_1} - \frac{B_1}{B_1 + A_1} \frac{\partial \theta_1}{\partial \theta_1} \]  \hspace{1cm} (B-21)

\[ \frac{\partial \phi}{\partial \theta_2} = \frac{1}{\pi} \frac{\partial \theta_2}{\partial \theta_2} \]  \hspace{1cm} (B-22)
\[
\frac{\partial \chi}{\partial \phi_i} = \frac{\partial \tilde{A}_n}{\partial \phi_i} - \frac{A_n \partial \tilde{A}_n}{\eta^2 + A_n^2} + n \left( \frac{\partial \tilde{a}_n}{1 + n \partial \phi_i^2} - \tau \right) \frac{\partial \phi_n}{\partial \phi_i} \quad (B-23)
\]

\[
\frac{\partial \phi}{\partial \phi_i} = \frac{\partial \phi}{\partial \phi_i} \sin \theta_i + \delta_{i,j} c_1 \cos \theta_i \\
+ n \left[ \frac{\partial \phi}{\partial \phi_i} \sin (n \theta_i + \phi_n) + c_6 \left( n \phi_{1,j} + \frac{\partial \phi_n}{\partial \phi_i} \right) \cos (n \theta_i + \phi_n) \right] \quad (B-24)
\]

**Iteration Increments**

\[
\begin{bmatrix}
\frac{\partial \phi_1}{\partial \phi_i} & \frac{\partial \phi_2}{\partial \phi_i} \\
\frac{\partial \phi_1}{\partial \phi_j} & \frac{\partial \phi_2}{\partial \phi_j}
\end{bmatrix}
\begin{bmatrix}
\phi_i \\
\phi_j
\end{bmatrix}
= \begin{bmatrix}
\epsilon_1 \\
\epsilon_2
\end{bmatrix} \quad (B-25)
\]

\[
\phi_1 = \frac{\frac{\partial \phi_1}{\partial \phi_i} \epsilon_2 - \frac{\partial \phi_2}{\partial \phi_i} \epsilon_1}{\frac{\partial \phi_1}{\partial \phi_i} \frac{\partial \phi_2}{\partial \phi_i} - \frac{\partial \phi_1}{\partial \phi_j} \frac{\partial \phi_2}{\partial \phi_j}} 
\]

\[
\phi_2 = \frac{\frac{\partial \phi_2}{\partial \phi_j} \epsilon_1 - \frac{\partial \phi_1}{\partial \phi_j} \epsilon_2}{\frac{\partial \phi_1}{\partial \phi_i} \frac{\partial \phi_2}{\partial \phi_j} - \frac{\partial \phi_1}{\partial \phi_j} \frac{\partial \phi_2}{\partial \phi_i}} 
\]

\[
\delta \phi = \phi - \phi_0 
\]
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RESULTS OF SATELLITE ATTITUDE CONTROL PROBLEM ANALYSIS

The results of analyzing the satellite attitude control system shown in Figure C-1 by four methods are summarized in this Appendix. The phase plane, rate diagram, nonsinusoidal describing function and sinusoidal input describing function are the four methods used. Of these, the first two methods yield exact results, and the last two methods yield approximate results for this problem.

![Diagram of Single-Axis Attitude Control System for a Satellite](image)

**Phase Plane Analysis**

When we analyze this problem for the existence of a limit cycle by means of the phase plane method, for \( r = 0 \) no limit cycle exists, for values of \( r \) less than \( T_0 \) and \( K_1 K_c < \frac{K_a}{\text{c}(T_0)} \) a limit cycle exists, and for values of \( r \) greater than \( T_0 \) the system is unstable. (See pages 128-133 of Ref. 16.) The phase plane method of analysis yields the exact answers to this problem. The phase plane diagram for the system of Figure C-1 with deadline is illustrated in Figure C-2.
Figure C-2. Phase Plane Diagram for Satellite Attitude Control Limit Cycle

Expressions for the limit cycle pulse width, period, maximum attitude rate and maximum attitude excursion are:

\[ \Delta t = \tau \left[ \frac{1 - \tau / \theta_{m}}{1 - \tau / \theta_{m}} \right] \]  \hspace{1cm} (C-1)

\[ \tau = 2 \tau \left[ \frac{1 - \tau / \theta_{m}}{1 - \tau / \theta_{m}} \right] + \Delta \left[ \frac{\theta_{m}}{K_1 \tau (2 \tau - \tau)} \right] - \frac{\Delta \theta}{K_1 \tau (2 \tau - \tau)} = 1 \]  \hspace{1cm} (C-2)

\[ \theta_{\text{max}} = \frac{\tau K_2}{4 \left(2 \tau - \tau\right)} \]  \hspace{1cm} (C-3)

\[ \theta_{\text{max}} = \frac{\theta_{m}}{K_1} + \frac{\tau K_2}{4 \left(2 \tau - \tau\right)} \left[ \frac{\tau (2 \tau - \tau)}{\theta_{m}^2} \right] - 1 \]  \hspace{1cm} (C-4)
Rate Diagram Analysis

Pattoff's rate diagram method (Ref. 17) essentially involves a graphical solution for the on-time of an off-on controller which would be necessary to sustain the oscillation. The fundamental assumption of the rate diagram method is that transient behavior of the input to the nonlinearity dies out between torque pulses. When $\theta(t) = K_1 K_2 e^{-Ts} (T_0 s + 1)/\theta_0^2$, as in this satellite attitude control example, the assumption is satisfied identically. It is not always necessary to construct the rate diagram itself. In many cases, the conditions for the existence of a limit cycle can be displayed as the result of an algebraic treatment. For the situation of Figures C-1 and C-2, the (unknown) output velocity, $\dot{\theta}$, at the beginning of a torque pulse can be expressed in terms of the time duration of the pulse, $t_1$, before the torque is shut off. This is accomplished by obtaining the time history of the input to the nonlinearity starting at the crossing of a delayed switch "on" line in the phase plane. (See Figure C-2.) For the portion of the phase plane shown, the torque pulse is negative and of magnitude $d$. Initial conditions on the input to the nonlinearity, $\theta$, are:

$$\begin{align*}
\dot{\theta}(0) &= -K_1 (\theta(0) + T_0 \theta(0)) = -a \\
\ddot{\theta}(0) &= -K_2 \dot{\theta}(0)
\end{align*}$$

(2-5)

The Laplace transform of the input to the nonlinearity during the torque pulse is:

$$\Psi(s) = \frac{dK_2}{s^3} e^{-Ts} \left( T_0 s + 1 \right) - \frac{K_1}{s^2}$$

(2-6)

When $\Psi(s)$ is next again equal to the switching value, $(-a)$, at time, $t = t_1$, we may solve for $\dot{\theta}(0)$.

$$\dot{\theta}(0) = \frac{dK_2}{t_1} \left[ e^{-Ts} \left( T_0 s + 1 \right) \right]$$

(2-7)

Then:

$$\dot{\theta}(0) = \frac{dK_2}{t_1} \left[ T_0 (t_1 - t) + \frac{1}{2} (t_1 - t)^2 \right]$$

(2-8)
By conservation of momentum:

$$\dot{\delta}(t) = \dot{\delta}(0) - \frac{\delta}{\delta_0} \dot{t}_1$$  \hspace{1cm} (C-9)$$

Inspection of Figure C-2 shows that the condition for a limit cycle is:

$$\dot{\delta}(t) = \dot{\delta}(0)$$  \hspace{1cm} (C-10)$$

Combining Eqs. C-9, C-9, C-10 enables us to solve for the pulse width, $t_1 = \Delta t$, and maximum attitude rate, $\delta(0) = \dot{\delta}_{\text{max}}$. \hspace{1cm} (C-11)

$$\Delta t = \tau \left[ \frac{1 - \sqrt{\frac{\delta_0}{\delta_{\text{max}}}}} {1 - \sqrt{\frac{\delta_0}{\delta}} \frac{1}{2}} \right]$$

$$\dot{\delta}_{\text{max}} = \frac{\tau \delta_0}{2} \left[ \frac{1 - \sqrt{\frac{\delta_0}{\delta}}}{1 - \sqrt{\frac{\delta_0}{\delta}} \frac{1}{2}} \right]$$  \hspace{1cm} (C-12)$$

The period is obtained by computing the ratio of $\dot{\delta}(0)$ to $\dot{\delta}_{\text{max}}$ and adding $2\Delta t$. All these relations are, of course, identical to the phase plane results because there are no transient producing elements in our choice for $G(s)$, and so the rate diagram method, in this case, is exact.

**Nonlinear Describing Function Analysis**

Ordinarily, we might be tempted to use the first approximation sinusoidal input a describing function to represent the nonlinearity. However, let us observe that since the output of the nonlinearity is a train of narrow alternately positive and negative pulses, the representation of this function by its first Fourier component does seem to stretch the truth of the matter a bit ( Vide Fig. C-3c). This suggests that other waveform approximations be used in formulating a describing function for the nonlinearity.

In the present instance we know from examination of the phase plane diagram (Fig. C-2) that if the limit cycle exists at all, the attitude waveform will be very closely approximated by a triangular wave.

The Fourier series for the triangular wave with a peak amplitude, A, illustrated in Figure C-3a is
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Figure 6-3. Approximate Waveforms in Satellite Attitude Control System Output
\[ \phi(t) = \frac{aA}{\pi T} \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{(2n-1)^3} \sin \frac{2\pi(2n-1)t}{T} \quad (C-13) \]

and the Fourier series for the square wave which is the first time derivative of the triangular wave is:

\[ \dot{\phi}(t) = \frac{16A}{\pi T} \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{(2n-1)} \cos \frac{2\pi(2n-1)t}{T} \quad (C-14) \]

For an assumed triangular wave output of the system of Figure C-1, the output of the equalizer and input to the nonlinearity, \( \psi(t) \), is the sum of these two waves weighted by the appropriate gains of the system. The input to the nonlinearity is shown in Figure C-3b and is expressed in Fourier series by Eq. C-15.

\[
\psi(t) = -K_x \left[ \phi(t) + \frac{A}{T} \dot{\phi}(t) \right]
\]

\[
\psi(t) = -K_x \left[ \frac{aA}{\pi T} \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{(2n-1)^3} \sin \frac{2\pi(2n-1)t}{T} \right. \\
+ \left. \frac{16A}{\pi T} \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{(2n-1)} \cos \frac{2\pi(2n-1)t}{T} \right] 
\quad (C-15)
\]

As an approximation, let us assume that the output of the nonlinearity is a train of very narrow, alternately positive and negative pulses, centered at the points in time, 3/4 and 3\(\pi/4 \), as shown in Figure C-3c. Then, the output of the nonlinearity is an odd function of time and \( f(t) = -f(t + 3/2) \), and therefore, there are no cosine terms or even harmonics in its Fourier series. Note that for the waveform given by Eq. C-15 and the nonlinearity of interest, the trailing edges of the pulses would actually occur at the 3/4 and 3\(\pi/4 \) points in time. The supposition of a small, constant, phase shift either before or after the nonlinearity is ultimately necessary to make the waveform conform to our assumption.
The coefficients of the Fourier series of the pulse train are

$$a_m = \frac{2}{T} \int_{0}^{T} r(t) \sin \frac{2\pi nt}{T} dt$$

$$= \frac{-d}{T} \int_{0}^{T} s + \frac{At}{h} \sin \frac{2\pi nt}{T} dt$$

$$= \frac{2A}{\pi} \cos \frac{2\pi n}{2} \left[ \frac{T}{2} - \frac{At}{2 \pi} \right]$$

$$B_{(2n-1)} = \frac{hA(-1)^n}{\pi(2n-1)} \sin \frac{\pi(2n-1)t}{2} + \frac{hA(-1)^n}{\pi}$$

(C-16)

where \( n = 2m-1, \) and \( m = 1, 2, \ldots \). The final approximation in Eq. C-16 becomes inaccurate at high frequencies and/or for \( At/T \) which are not very much less than \( 1/2 \).

From Figure C-4, the width of the pulse, \( At \), can be expressed in terms of the slope of the input wave and the difference between the peak value of the input wave and the threshold of the nonlinearity. The slope of the input wave is \((-K_i)\) times the first time derivative of the triangular wave, a square wave. The amplitude, \( A \), of this square wave may be expressed in terms of the amplitude and period of the triangular wave by considering the geometrical properties of the waveforms. That is, the area under the positive half cycle of the altitude rate waveform, \( \dot{\theta} \), must equal the peak to peak amplitude, \( 2A \), of the altitude waveform, \( \theta \).

$$\dot{\theta} = \frac{hA}{2\pi}$$

$$2A = \frac{hA}{T}$$

(C-17)

The slope of the input wave is therefore \( \pm \frac{hK_iA}{T} \), as indicated in Figure C-4, and for thresholds between \( K_iA \left| 1 + \frac{h\pi}{2} \right| \) and \( K_iA \left| 1 - \frac{h\pi}{2} \right| \) the width of the pulses is given by Eq. C-18.
Figure C-4. Geometrical Properties of the Input Wave Used in the Calculation of Pulse Width

\[ \Delta t = \frac{\psi_1 A \left[ 1 + \frac{B_2^*}{T} \right] - a}{\frac{a}{K_1 A}} \]

\[ \Delta t = \frac{T}{T} \left[ 1 + \frac{B_2^*}{T} - \frac{a}{K_1 A} \right] \leq \frac{T}{2} \]  

The inequality restriction arises from the fact that the pulse width cannot exceed one half of the limit cycle period.

The output of the nonlinearity then, expressed as a Fourier series, is:

\[ y(t) = \left[ 1 + \frac{B_2^*}{T} - \frac{a}{K_1 A} \right] \sum_{n=1}^\infty (-1)^n \sin \frac{2\pi(2n-1)t}{T} \]

Now let us introduce a phase lead into the Fourier series expression for \( y(t) \), Eq. C-19, to correct for our assumption that the pulses are centered at the quarter period points. The phase lead, \( \alpha \), needed in \( y(t) \) to cause the trailing edges of the pulses to occur at \( T/4 \) and \( 3T/4 \) is:

\[ \alpha = (2n-1) \alpha = \frac{\pi(2n-1)}{4} \left[ 1 + \frac{B_2^*}{T} - \frac{a}{K_1 A} \right] \]
We can now combine the additive series of Eq. C-15 so as to express the sum as a series of sine terms with phase angles:

\[
\sum_{n=1}^{\infty} \left[ b_{(2n-1)} \cos \varphi_{(2n-1)} \sin \frac{2\pi(2n-1)t}{T} + b_{(2n-1)} \sin \varphi_{(2n-1)} \cos \frac{2\pi(2n-1)t}{T} \right] = 
\]

\[
\sum_{n=1}^{\infty} b_{(2n-1)} \sin \left[ \frac{2\pi(2n-1)t}{T} + \varphi_{(2n-1)} \right]
\]

For the \((2n-1)^{th}\) harmonic term:

\[
b_{(2n-1)} \cos \varphi_{(2n-1)} = \frac{8K_A (-1)^n}{\pi^2 (2n-1)^2} 
\]

\[
b_{(2n-1)} \sin \varphi_{(2n-1)} = \frac{-4K_A (-1)^n}{\pi (2n-1)^2} 
\]

Summing the squares of Eq. C-21 and Eq. C-22, and taking the square root yields \(b_{(2n-1)}^{*}\):

\[
b_{(2n-1)}^{*} = \frac{8K_A}{\pi^2 (2n-1)^2} \sqrt{1 + \frac{b_n^2 (2n-1)^2 2\pi t^2}{T^2}}
\]

The phase angles, \(\varphi_{(2n-1)}\), are given by:

\[
\varphi_{(2n-1)} = \sin^{-1} \frac{b_{(2n-1)} \sin \varphi_{(2n-1)}}{b_{(2n-1)}^{*}} 
\]

\[
\varphi_{(2n-1)} = \sin^{-1} \frac{(-1)^n 2\pi (2n-1) 2\pi t}{\sqrt{1 + b_{(2n-1)}^2 (2n-1)^2 2\pi t^2}}
\]
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Then, using Eqs. C-19, C-20, C-24 and C-25, the describing function for each harmonic of the input wave to the nonlinearity is approximately:

\[ N(2n-1) = \frac{s^2(2n-1)^2 d \left[ 1 + \frac{\eta \omega^2}{T^2} - \frac{\eta}{K_A} \right]}{8K_1 A \sqrt{1 + 4\eta^2 (2n-1)^2 \omega^2 / T^2}} \]  

(C-27)

\[ A_{N}(2n-1) = \frac{s(2n-1)^2}{2} \left[ 1 + \frac{\eta \omega^2}{T^2} - \frac{\eta}{K_A} \right] \sin^{-1} \frac{2\eta (2n-1) \omega^2 / T^2}{\sqrt{1 + 4\eta^2 (2n-1)^2 \omega^2 / T^2}} \]  

(C-28)

It is readily appreciated in connection with Eq. C-27 that a lower limit for \( A \) is a normalized value of the threshold, \( \eta/K_1 [1 + \eta \omega^2 / T^2] \) so that the gains of the describing functions may be large, but not infinite.

We shall now proceed to solve algebraically for the intersections of \(-K_1 K_2 (1 + \eta \omega^2 / T^2) e^{\eta \omega T / T^2} \) and \(-1/N(2n-1)\) by equating the phase angles and amplitude ratios of these functions, then solving the two resulting simultaneous equations for the amplitude, \( A \), and the period, \( T \), of the limit cycle.

Equating the amplitude ratios, and noting that

\[ a_{N}(2n-1) = \frac{2\eta (2n-1)^2}{T} \]  

(C-29)

we find:

\[ \frac{-K_1 K_2 (1 + \eta \omega^2 (2n-1)^2)}{\eta (2n-1)^2} e^{\eta \omega (2n-1)} \frac{-\eta \omega (2n-1)}{T} \]  

\[ = \frac{-1}{N(2n-1)} \]

(C-30)
Contrails

\[
\frac{h_0^2(2n-1)^2}{a^2(2n-1)} = \tau^2 = \frac{2Aa^2}{dk_2 \left[ 1 + \frac{U_b}{V} - \frac{2}{K_r A} \right]}
\]  

(C-31)

Equating the phase angles, we find:

\[
x \left( \frac{-K_1K_2(1 + j\pi \mu(2n-1))}{a^2(2n-1)} e^{-j\pi(2n-1)} \right) = \delta \left( \frac{-1}{\pi(2n-1)} \right)
\]  

(C-32)

\[
\frac{\delta}{\pi(2n-1)} = \frac{k_0(2n-1)}{k_0(2n-1)} = \left[ 1 + \frac{b}{\bar{T}} - \frac{m}{K_r A} \right]
\]  

(C-33)

Substituting this result into Eq. C-31 yields:

\[
\tau = \frac{h_0}{\tau dK_2}
\]  

(C-34)

Substituting Eq. C-34 into Eq. C-33 and Eq. C-18 indicates the existence of a limit cycle, and enables us to obtain approximate expressions for the interesting parameters of this limit cycle; \( \delta_0, T, B = \delta_{\text{max}, 0} \) and \( A = \theta_{\text{max}, 0} \).

\[
\Delta t = 2\tau
\]  

(C-35)

\[
T = 4(2\tau + \frac{m}{K_1dK_2} - T_B)
\]  

(C-36)

\[
\delta_{\text{max}, 0} = \tau dK_2
\]  

(C-37)

\[
\theta_{\text{max}, 0} = \tau dK_0\left(2\tau + \frac{m}{K_1dK_2} - T_B\right)
\]  

(C-38)
The above results are valid when the system parameters satisfy the following inequality:

\[ T_e \geq \tau \]  \hspace{1cm} (C-39)

This restriction arises from the condition that the threshold of the nonlinearity, \( a \), must be greater than \( K \eta (1 - 4\eta T_e/T) \). The validity condition requiring the peak of the input wave, \( (T_e)(1 - 4\eta T_e/T) \), to exceed the threshold results in the inequality:

\[ \tau > 0 \]  \hspace{1cm} (C-40)

In Eq. C-18, it was noted that the pulse width could not exceed one half the limit cycle period. This leads to:

\[ \tau \geq T_e - \frac{a}{K} \]  \hspace{1cm} (C-41)

Requiring the period to be positive leads to

\[ 2\tau \geq T_e - \frac{a}{K} \]  \hspace{1cm} (C-42)

which is compatible with Eq. C-39. Ultimate requirements for validity of this analysis are then (Eqs. C-39 through C-41):

\[ T_e \geq \tau \geq T_e - \frac{a}{K} \]  \hspace{1cm} (C-43)

Comparison of the results from the sinusoidal describing function analysis with the phase plane results shows that:

1. The limit cycle pulse width and maximum attitude rate predicted by the approximate method are large compared to the exact results, by a factor of two for \( \tau/T_e \to 0 \) and zero by a very large factor for \( \tau/T_e \to 1 \).

2. The period tends to reflect the trends of the pulse width, in general. For \( \tau/T_e \to 0 \), the period is correctly given by Eq. C-36.

3. Phase plane and sinusoidal describing function results agree, as they should, in the limit as the torque pulse approaches being an impulse. These results represent something less than we might have hoped for.
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By far the most simple method of predicting a possible limit cycle is with the first approximation sinusoidal describing function technique (Ref. 1). An isolated element sinusoidal describing function for the off-on controller with denisnes is:

\[ X = 0, \ A < a ; \ W = \frac{h_0}{\pi a} \sqrt{1 - \left( \frac{a}{2} \right)^2}, \ A \geq a \]  

(C.44)

where the symbols are defined in Figure C-5.

![Diagram](Image)

**Figure C-5.** Input-Output Relationship for the Off-On Nonlinearity

When we apply the first approximation sinusoidal input describing function method to this problem, the results obtained disagree with the results from the phase plane analysis. In particular, if we plot the negative inverse describing function with the frequency response function for the linear elements of the control loop on the gain-phase plane as shown below, we find that for reasonable (low) values of linear element gain, \( KX_0 \), the curves do not intersect, but are tangent at zero frequency for all positive values of \( r \).
By reasonable, let us mean those values which satisfy

$$K_1 K_2 < \frac{n}{2d} \frac{\omega^2}{\sqrt{1 + \frac{\omega^2}{\omega_c^2}}}$$

(C-45)

where \( \omega \) are the non-zero solutions of:

$$0 \leq \omega = \tan^{-1} \frac{\omega_c}{\omega} \leq \frac{\pi}{2}$$

(C-46)

This condition indicates those values of the gain, \( K_1 K_2 \), for which an intersection of the \(-1/N\) locus with the frequency response is excluded in the satellite attitude control problem.

---

**Figure C-6.** First Approximation Sinusoidal Describing Function

**Analysis — Satellite Attitude Control**

The situation illustrated in Figure C-6, however, is one in which the analyst has learned to be very cautious. The curves do not intersect, it is true, but they are tangent to each other at zero frequency and approach one another and then diverge at medium frequencies. Any time the curves intersect at a small angle, are tangent, or approach each other and then diverge, the indicated results must be treated with suspicion. A plausible explanation for the failure of the first approximation sinusoidal input describing function to
yield decisive results is that the higher harmonics of the limit cycle wave-
form are of crucial importance in these cases. In fact, if a small phase lag
in the describing function for the fundamental is neglected in the satellite
attitude control problem, it is obvious that the results would be significantly
different. Presuming that a phase lag has been neglected as a result of using
the first approximation sinusoidal input describing function, inclusion of the
lag would influence the results in a manner that would bring them into qualita-
tive agreement with the limit cycle predictions obtained from the phase plane
analysis which we know to be exact.
Contrails
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INVESTIGATIONS OF DESCRIBING FUNCTION TECHNIQUE

Three problems were chosen so as to explore some of the apparent limitations of describing function techniques for the analysis of nonlinear systems, and to show how the techniques might be extended so as to overcome the indicated deficiencies. The problems were: a) the effects of stick and valve friction in fully powered, manned aircraft control systems, b) limit cycles in satellite attitude control with off-on jets, and c) the effects of aerodynamic hysteresis in the stability derivatives of tilting VTOL aircraft.

The results indicate that new describing functions can be developed as closed-loop functions provided that specific restrictions are met, that non-sineoidal, Fourier series describing functions or a generalized periodic input describing function can be successful, but that they are, extraordinarily difficult to apply, and that the aerodynamic nonlinearities which were considered are of small practical importance.
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