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ABSTRACT

Two hypersonic inlet models were designed for force balance testing in the Cornell Aeronautical Laboratory 48-inch shock tunnel over a Mach Number range of 8 to 16. The performance of these models is to be established experimentally on the basis of their measured internal drag. Reasons for considering this method of establishing hypersonic inlet performance and use of the associated "drag equivalent" pressure recovery are discussed. The design of these models, the resulting inlet geometry, and the related performance calculations are described.
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SYMBOLS

A - area

C_{D_f} - friction drag coefficient

C_{D_l} - internal drag coefficient

D_i - internal drag

F_N - net thrust

F/A - fuel to air ratio

g - gravitational constant

H - total pressure

h - static enthalpy

\dot{s}_p - specific impulse

K - stream function parameter

l - longitudinal distance

M - mach number

P - static pressure

Q - dynamic pressure

Re/l - unit Reynolds number/ft

T - static temperature

\omega - local velocity for non-uniform flow

v - velocity for uniform or reference flow

z - \eta_s \frac{v}{V_a} (1 - \frac{\theta}{\theta_s} \frac{a}{V_a})

\beta - mach angle

\delta - boundary layer thickness

\delta^* - boundary layer displacement thickness

\eta - pressure recovery
\[ \theta \] - boundary layer momentum thickness

\[ \theta_1 \] - flow angle

\[ \rho \] - density

\textbf{SUBSCRIPTS}

\[ f \] - free stream conditions

\[ s \] - diffuser exit conditions

\[ l \] - local conditions

\[ \text{m} \] - momentum weighted average conditions

\[ \text{m} \] - mass weighted average conditions
Inlet performance estimation for supersonic burning ramjets presents many new problems compared to established procedures used in conjunction with the more conventional subsonic burning ramjet. Early engine performance estimates are usually based on the results of one-dimensional cycle calculations (Reference 1). Initially, levels of component efficiency are assumed for major components such as the inlet, combustor, and nozzle. Experimental programs are usually initiated to determine and to demonstrate levels of component efficiency for particular configurations. Often, such experimentally determined component efficiencies are used to refine the original cycle calculations to provide estimates of expected performance for a complete engine. The adequacy of this procedure must, among other things, depend upon the degree of consistency between the actual experimental performance of the component in question, and the one-dimensional efficiency parameter used to represent it in the cycle analysis. Basically, to establish engine net thrust from component performance data, it is to be expected that the one-dimensional efficiency parameters utilized, should represent the correct change in the internal total momentum of the fluid flow through each component.

For supersonic inlet performance, it is noted that most experimental data taken in ground test facilities indicate that the supersonic and hypersonic duct flow profiles are generally far from uniform due to viscous effects and shock interactions (References 2 and 3). Consequently, some method of “averaging” must be employed to provide the required one-dimensional input for cycle calculations. In subsonic burning ramjets, these non-uniform supersonic flow profiles upstream of the inlet throat are afforded an opportunity to mix to a more uniform flow in the subsonic diffuser. In addition, the increasing flow area of the subsonic diffuser permits the attainment of relatively low values of boundary layer thickness to duct passage height compared to supersonic conditions upstream of the inlet throat, and because of the relatively low subsonic exit Mach Number, the velocity difference across the boundary layer is significantly reduced. The effects of these latter two phenomena are to increase the degree with which the subsonic non-uniform exit flow profile can be adequately represented by various one-dimensional averaging techniques. In contrast, for supersonic burning ramjets the exit flow profile is not afforded this mixing opportunity in the inlet, and the ratio of boundary layer thickness to passage height may be large, necessitating the use of some appropriate “averaging” technique.

Two such common methods of “averaging” a non-uniform property (Figure 1) such as $H(y)$, the inlet total pressure, are:

**Mass Weighted Average:**

$$\bar{H}_{MAW} = \frac{1}{A_0} \int_{A_0} H y \, dA$$

**Momentum Weighted Average:**

$$\bar{H}_{MWA} = \frac{1}{2} \int_{A_0} (H y u^2) \, dA$$
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If the existence of a finite "core" flow (Figure 1) is assumed, it can readily be shown for constant static pressure across a two-dimensional duct at the exit station, that:

\[
\begin{align*}
(\theta_{in})_{MW} &= \frac{\xi_W}{\xi_D} \frac{(1 - \frac{8}{\gamma^*_2})}{(1 - \frac{8}{\gamma^*_2})} + \frac{1}{\xi_D} \int_0^{\delta_0/2} \frac{\xi_H}{\xi_D} \frac{\xi_U}{\xi_H} \frac{\xi_U}{\xi_H} \frac{dy}{\gamma^*_2} \\
(\theta_{in})_{MW} &= \frac{\xi_W}{\xi_D} \frac{(1 - \frac{8}{\gamma^*_2})}{(1 - \frac{8}{\gamma^*_2})}
\end{align*}
\]

Equations 2 and 4 show that \((\theta_{in})_{MW}\) is slightly less than \((\theta_{in})_{MOA}\) since \(\delta^*_0\) is generally much less than \(\delta^*_0\). An appreciation of the effect that mass averaging has on "core" flow pressure recovery can be obtained from Figure 2. It is concluded from this figure that for hypersonic inlets with values of \(\frac{8}{\gamma^*_2}\) greater than about .25, significant deviations from "core" flow values of inlet pressure recovery occur in spite of the fact that, per unit height, there is less mass flow and momentum in the boundary layer compared to that in the "core" flow.

More important, however, is the degree of representation of the actual change in the internal total momentum during the inlet compression process, afforded by the use of such "averaged" one-dimensional efficiency parameters. To explore this point, it is instructive to examine several different methods of averaging the pressure recovery for specific non-uniform exit flow profiles, and then to determine the extent to which such averaging techniques account for the actual change in internal total momentum (drag) of the fluid flow through the inlets.

Consider then, the simplified analytical model of Figure 3. For purposes of this analysis, the inlet lines between stations 0 and 2 are unimportant. Basic considerations require only that the continuity and momentum equations be satisfied between these two stations. (For this example the flow is assumed to be adiabatic.) Using standard boundary layer integral parameter notation, the continuity equation can be written as:

\[
\frac{3}{\gamma^*_2} = \frac{1 - \frac{8}{\gamma^*_2}}{\gamma^*_2} \left( \frac{1}{\gamma^*_2} \right)^2 \frac{M_a}{M_b} \frac{H_a}{H_b} \frac{M_a}{M_b} \frac{H_a}{H_b}
\]
Similarly, the momentum equation is:

\[
C_{D1} = 2 \left( 1 - \frac{q_2}{q_0} \frac{Y_2}{Y_0} \left\{ 1 - \frac{8}{Y_2} \left( \frac{8 + \frac{V}{V}}{8} \right) \right\} \right) - \frac{\Delta F_N}{2g} \left[ \frac{C_{D1,\text{actual}}}{(F/A) \Delta F} \right] \left( \frac{\Delta C_{D1}}{C_{D1,\text{actual}}} \right)
\]

(6)

By selecting values for \( M_0 \) and \( \frac{Y_2}{Y_0} \), and then maintaining a particular value of "core" flow pressure recovery \( \frac{H}{H_0} \), it is possible to systematically vary \( \frac{\Delta F_N}{2g} \) for different values of boundary layer power law profiles and to compute the corresponding change in the internal total momentum (internal drag coefficient,) using Equations 5 and 6. Results of such calculations are presented in Figure 4 using Equation 2 to obtain a one-dimensional average of the resulting non-uniform profiles for "core" flow pressure recoveries of 1.00, 50 and .25 as indicated. The other curve of this figure be the complete inviscid uniform flow solution. Figure 4 is repeated in Figure 5 with lines of corresponding \( \frac{x}{V_0} \) superimposed. With the aid of Figure 6 the object comparison can now be made; it is immediately observed that for the same measured level of internal drag coefficient, (point 1 in Figure 6), obtainable either from flow profile integration or direct force measurement, the mass weighted one-dimensional pressure recovery is always greater than the one-dimensional pressure recovery of the inviscid uniform flow solution. More significant, however, is the fact that use of the "drag-equivalent" pressure recovery as defined by the inviscid uniform flow solution, in conjunction with the physical inlet geometric contraction ratio mass by its very definition, permit calculation of the actual change in internal momentum or internal drag of the inlet. On the other hand, use of the one-dimensional mass weighted value of inlet pressure recovery for cycle calculation purposes in conjunction with the physical inlet geometric contraction ratio can result in a significant underestimation of the actual change in internal momentum (point 2 in Figure 6). The use of "core" flow pressure recovery results in a further misrepresentation of the internal drag coefficient, essentially ignoring viscous effects completely. Although this situation could be remedied somewhat by use of an "effective" flow area rather than the actual geometrical flow area (when values of "core" flow and mass weighted pressure recovery from experimental data are used in one-dimensional engine cycle calculations) the chances are that if only "core" flow measurements can be taken, or at best, the mass weighted pressure recovery approximated, then the required "effective" area cannot be adequately determined.

Proceeding on this assumption, it must next be determined to what degree such inconsistencies in the internal drag coefficient may influence cycle calculated net thrust. Limiting such considerations to only that difference in the inlet drag inferred by the use of "core" flow and mass weighted values of inlet pressure recovery instead of the correct "drag equivalent" pressure recovery, Figure 7 is directly obtainable from Figures 4 and 5 and the assumption of nominal values of \( \frac{\Delta F_N}{2g} \) since:

\[
\frac{D_1}{F_N} = \frac{V_0}{2g} \frac{C_{D1}}{(F/A) \Delta F_{sp}}
\]

(7)

and:

\[
\Delta F_{N} = \frac{V_0}{2g} \left[ \frac{C_{D1,\text{actual}}}{(F/A) \Delta F_{sp}} \right] \frac{\Delta C_{D1}}{C_{D1,\text{actual}}}
\]

(8)
Since the values of $I_{sp}$ used in the preparation of Figure 7 are based on the calculations of Reference 4 which utilizes a rather idealized cycle analysis, the resulting values of $\Delta F_N$ are considered to be conservative for the conditions indicated. This figure shows that significant overestimations of cycle net thrust can occur for inlet boundary layer thickness ratios representative of current experimental data. Although such boundary layer thickness ratios may be somewhat exaggerated due to comparatively low Unit Reynolds's number testing and small-scale models compared to flight conditions, it must be remembered that it is from such tests that component efficiencies are often established for use in engine cycle calculations. Various boundary layer control techniques may be employed to obtain lower values of $\frac{\Delta F_N}{P_N}$ and thus promote more uniform profiles at the diffuser exit, but a proper "bookkeeping" system that accounts for all of the airflow mass, of course, eventually charge the inlet for its skin friction drag. Even without specific knowledge as to the extent of such boundary layer control techniques, and with instrumentation only adequate enough for "core" flow pressure recovery determination and inlet longitudinal static pressure distribution, an approximation to the "drag-equivalent" pressure recovery can still be made based on direct skin friction estimates.

As an example, consider the simple compression system illustrated in Figure 8. Using the Eckert Reference Temperature Method in conjunction with the Blasius flat plate skin friction law and the Sutherland viscosity relationship the following expression is obtained:

$$C_{DF1} = \frac{2\sqrt{\frac{H_0}{P_0}}}{\left(\frac{H_0}{P_0}\right)^{\frac{1}{4}}} \left[ \frac{\frac{H_0}{P_0}}{\left(\frac{H_0}{P_0}\right)^{\frac{1}{2}}} + \frac{2.2}{\left(\frac{H_0}{P_0}\right)^{\frac{1}{2}}} \right]^{\frac{1}{2}} \frac{2.2}{\left(\frac{H_0}{P_0}\right)^{\frac{1}{2}}} + \frac{1}{\left(\frac{H_0}{P_0}\right)^{\frac{1}{2}}}$$

Evaluating Equation (9) at the conditions indicated on Figure 8 for a theoretical static pressure distribution culminating in a static pressure ratio of 300 with a "core" flow pressure recovery of .50, an estimated friction drag coefficient for the upper and lower compression surfaces of 0.03 is obtained, assuming the flow remains laminar all the way to the exit station. As shown in the lower portion of Figure 8, the "drag-equivalent" pressure recovery is approximately 0.380 and the actual internal drag coefficient is approximately 18 percent greater than the value "inferred" from the "core" flow pressure recovery.

Through these simple examples, the desirability of some technique such as the "drag-equivalent" pressure recovery to define the change in total momentum of the inlet airflow for purposes of either engine cycle analysis or comparison of the performance of different inlets, is evident. Experimentally, this can be accomplished by either direct force measurement or from detailed integration of measured pitot pressure profiles. The latter method of flow profile measurement becomes difficult to apply to models with relatively small exit duct passages and three-dimensional inlet configurations with duct exits of unusual cross section. The "paper" feasibility of using a force balance system to measure inlet internal drag directly and then back-calculate what is now called the "drag-equivalent" pressure recovery was reported earlier in Reference 5, and more recently in greater detail in Reference 6. For the purpose of evaluating the experimental practicality
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of such a method, and simultaneously to obtain required inlet performance data, two basic inlet models were designed by the Internal Aerodynamics Group of the Aerospace Branch, Air Force Flight Dynamics Laboratory, The Cornell Aeronautical Laboratory, under Air Force Contract AF 33(655)-11414, was awarded the responsibility of fabricating, instrumenting and testing these designs in the CAL 48-inch shock tunnel, over a Mach number range from 8 to 16. This report describes the aerodynamic design of these models, the resulting inlet geometry, and the associated performance calculations.

AERODYNAMIC CONFIGURATION SELECTION AND DESIGN APPROACH

Although the inlet models designed for evaluating the proposed force balance internal drag measurement technique had to be specifically tailored for that purpose, consideration was also given to the simulation of particular full-scale design characteristics, in addition, it was decided that the configurations tested should be amenable to reasonable theoretical analysis in order to provide the additional opportunity of checking the adequacy of inlet performance estimation techniques.

The basic configuration determined to be most suitable for meeting the above requirements was an axisymmetric, external-internal compression inlet with an "X"-wave shock supported by intermediate isentropic compression (Figure 1). A design point Mach number of 16 was selected at a Unit Reynolds number of 10^7. Design point calculations at these shock tunnel conditions were made assuming the boundary layer was laminar and attached. The inlet wall contours were corrected for the laminar boundary layer growth by means of an iterative, combination Method of Characteristics solution of the "effective" body comprised of the actual wall contour, and the laminar boundary layer displacement thickness. The actual wall contour was continually modified until the iterated "effective" body had the desired characteristics solution for the inviscid flow.

To provide a configuration with a more favorable wetted area distribution and one with cowl spillage area for "starting" purposes, a second cowl was designed. This "swept-lip" configuration was evolved from the basic axisymmetric solution by tracing streamlines originating at the intersection of the axisymmetric cowl shock and a selected "cutting" plane (Figure 9). The laminar boundary layer growth associated with these swept-lip cowl streamlines was then estimated and subtracted to determine the actual cowl contours.

Since inlet losses, aerodynamic heating, and duct loadings increase with the amount of flow compression, it was decided to design these inlets for a minimum amount of compression at the design Mach number, in consideration of full-scale simulation, this minimum amount of compression was defined to be that for which auto-ignition of hydrogen would occur in the atmosphere. Assuming this temperature to be 2000° R, for most flight trajectories this would require a minimum static temperature ratio of about 5. This temperature ratio was selected as the target compression index for design point shock tunnel testing.
Experimental considerations dictated that the internal duct contours be designed so that positive drag loads always act on both the centerbody and the cowl. Otherwise, accurate measurement of small component forces becomes a difficult problem for a single force balance system which must also be capable of accurately measuring much larger loads at other test conditions. For this reason, the internal duct lines were designed to achieve stream aligned flow at the exit.

To provide experimental flexibility, provision was made for fore and aft spike translation, but at a constant value of inlet geometric contraction ratio. Only minor changes in the flow field are sought from the spike translation and the exit area is maintained constant to facilitate data reduction. The equations used to back-calculate the "drag-equivalent" pressure recovery can be expanded to provide an indirect assessment of the over-all boundary layer development (Reference 6), if constant static pressure is maintained across the duct at the exit station, and the value of this pressure rise is known. (With variable throat area when the spike is translated, it is difficult to maintain a compression balance between the contributions of the spike and the cowl and hence constant static pressure across the duct exit.) The aft portion of the constant area duct was instrumented with static pressure transducers to provide direct indication of the degree of actual compression achieved, and to provide an indication of the static pressure variation across the constant area duct.

The above outlined design approach was "dry-run" in a simpler version to demonstrate its feasibility and to permit identification of possible problem areas. The results of this study are reported in Reference 7 and a mock-up of the inlet designed as a result of that study is shown in Figure 10. This full-scale model proved to be a valuable visual aid in arriving at the final aerodynamic lines of the swept-tip cowl configuration.

AERODYNAMIC DESIGN PROCEDURES EMPLOYED

Preliminary studies indicated that the selected degree of compression could be achieved with a reasonable degree of efficiency at Mach 16 with a two shock, "X"-wave system supported with intermediate isentropic compression as indicated in Figure 1. Ideally, the incident shocks would be cancelled at points A and B to provide uniform flow at a compression temperature ratio of approximately 2. Nonfocused isentropic compression was selected to minimize the wall pressure gradients associated with the resulting wall pressure rise. Although firm boundary layer separation criteria has yet to be established for hypersonic laminar shock-boundary layer interactions, the curves of Figure 11 were used to assess the probability of laminar separation for the design of these models. The required inlet oblique shock pressure rise is in excess of the separation plateau pressure ratios indicated by the curves of Figure 11. This does not necessarily indicate separation, however, since data indicate (Reference 8) that for "mild" laminar separation, the separation-plateau pressure rise is always less than the final pressure rise. (For mild separation, although a definite separation plateau appears in the wall pressure distribution, the design pressure rise is still achieved in a relatively short distance downstream of the plateau region.)
Based on preliminary one-dimensional calculations, it was determined that the target compression could be efficiently achieved with an "X"-wave shock system made up of 5 degrees turning through the initial shock, 5 degrees isentropic turning and then 5 degrees turning back to the stream direction through the incident shock, followed by 5 more degrees of isentropic turning to bring the flow back to the free-stream direction. At Mach 16 this would require a shock wave angle of about 8 degrees. Due to shock curvature resulting from viscous effects, it was necessary to find a centerbody and cowl that would generate an 8-degree asymptotic shock for the Mach 16 shock tunnel conditions. By "chaining" together an existing laminar boundary layer analysis (Reference 9) based on the method of Reference 10, and a previously written axisymmetric rotational Method of Characteristics program, (Reference 11), it was possible to iterate between the inviscid and viscous flow fields to establish a compatible solution. Using this method, an initial characteristics solution is established for the original "physical" wall coordinates which are input as a polynomial curve fit. (The machine automatically selects the best curve fit, up to a polynomial of degree 20.) The output of the characteristics solution is then automatically fed into the boundary layer program and the calculated boundary layer displacement thickness is added to the "physical" wall coordinates. This new effective body in curve-fit, and the procedure automatically repeated for the selected number of iterations. Computational results for 3 and 4 iterations are presented in Figures 12 and 13 respectively for a 5.75-degree half angle cone at Mach 16. This technique was checked out using Schlieren data from References 3 and 12 as a basis for validation. The agreement between the calculated shock shape and that discernible from the Schlieren pictures is shown in Reference 11 to be excellent. Similar agreement between the calculated boundary layer displacement thickness and that indicated by the Schlieren is shown in Reference 9.

The computed results of Figure 13 clearly indicate a lag in the attainment of the inviscid pressure rise. This has also been noted in experimental data from different sources (References 3 and 13) and is attributed to thinning of the boundary layer in the adverse pressure gradient region. Such thinning apparently results in lower effective flow angles at the edge of the "effective" body, compared to greater inclination angles of the "physical" wall, until the boundary layer growth becomes influenced more by wall shearing forces than by stream compression.

The axisymmetric cowl flow field was established by a somewhat different procedure. The relatively low Unit Reynolds number, and increased boundary layer growth rate for the cowl surface compared to the cone, increase the effective bluntness of the leading edge. In an attempt to maintain desired accuracy in the Method of Characteristics calculations without going to a blunt body solution at the leading edge, use was made of the General Electric Bertram boundary layer program (Reference 14). This program, which iterates the boundary layer solution as calculations proceed downstream, was used to obtain the iterated boundary layer solution in the vicinity of the cowl leading edge, upstream of the compression region. The resulting boundary layer displacement thickness was then "laid" on through the compression turn until the characteristics solution of such an "effective" body indicated that the desired inviscid compression system had been established. From this "effective" cowl contour, the boundary layer displacement thickness was subtracted. For the region downstream of the leading edge an approximate technique was devised to estimate \( \delta^* \), based on the method of Reference 10. This method is based on the assumption that the boundary layer growth rate in a region of adverse pressure gradient is governed by an increase in \( \delta^* \) due to viscous shear and a decrease in \( \delta^* \) based on stream tube compression. It was further assumed that these two effects can be linearly combined and that the local "shear" growth rate can be calculated using zero pressure gradient results of Reference 10, and that the compression "thinning" can be calculated by considering the
"Anisotropic" compression of the boundary layer flow. A comparison of that approximate technique in an adverse pressure gradient region with the standard Cobet-Bethmann method substantiated the adequacy of the devised technique at the conditions employed.

The effective surface Mach number distribution for the axisymmetric cowl is presented in Figure 14. As indicated, the favorable pressure gradient associated with the leading edge viscous interaction extends downstream for several inches, delaying the initiation of the wall compression process. The small over-expansion hump in this curve is apparently caused by the curve-fit used to represent the effective body surface. It was noted that the use of the higher degree polynomials for this purpose, while permitting a better overall representation of the surface, did often result in a mild degree of wall waviness, the effects of which will show up in a tight characteristics mesh.

In order to extend both the viscous and inviscid calculations downstream of the impinging oblique shocks, an approximation had to be devised. Although in actuality the shock pressure rise through the boundary layer along the wall is not a discontinuity as in the inviscid case, the propagated pressure distribution upstream and downstream of the shock impingement point cannot be represented adequately enough to justify the use of conventional continuous pressure gradient calculation procedures. It was elected instead, to devise a rather simple approach in which it was assumed that at a short distance upstream and downstream of the shock impingement point the boundary layer profiles were similar. The local entropy increase through the shock was taken into account to establish the inviscid conditions at the edge of the downstream boundary layer profile, by further assuming that the mass flow in the boundary layer remains constant between these stations upstream and downstream of the shock impingement point, the displacement thickness ratio can be computed from:

\[
\frac{\delta^*}{\delta_T} = \left( \frac{\delta_2}{\delta_1} \right) \left[ \frac{1}{d_2} \left( 1 - \frac{u}{V_T/T_1} \right) dy/8 \right] \left[ \frac{1}{d_0} \left( 1 - \frac{u}{V_T/T_2} \right) dy/8 \right]
\]

(10)

where:

\[
\frac{\delta_2}{\delta_1} = \left( \frac{p_1}{p_2} \right)^{1 \left( \frac{m_1}{m_2} \right) \sqrt{\frac{T_2}{T_1}}} \left[ \frac{1}{d_2} \left( 1 - \frac{u}{V_T/T_1} \right) dy/8 \right] \left[ \frac{1}{d_0} \left( 1 - \frac{u}{V_T/T_2} \right) dy/8 \right]
\]

(11)

Results of such calculations for a linear velocity profile are presented in Figures 15 and 16: (The thinning trend predicted by this simple analysis is substantiated experimentally by the shock-boundary layer impingement Schlierens of Reference 3.) The "physical" wall angles in the vicinity of the shock impingement point were contoured in an attempt to avoid large local expansions in the event the shock structure deviated significantly from that calculated. Although such local expansions may prove to be beneficial in weakening the strength of the impinging shock, and lessening the chances of boundary layer separation, such a practice can lead to "false economy" since the entropy rise has been paid once for the diffusion achieved upstream of the impinging shock, and no "refund" is given when the flow is expanded.
The downstream half of the "X"-wave shock structure was calculated using a specially written axisymmetric rotational Method of Characteristics program for the CDC 160-A computer, incorporating established calculation routines from the "parent" 7094 program of Reference 11. By using the 160-A computer, the development of the flow field downstream of the intersection of the two shock waves could be continually monitored for coalescence of the isentropic compression waves. When significant coalescence occurred, the design of the upstream wall generating these waves was modified to reduce the rate of compression, and thus the compression waves were spread further apart. The purpose of spreading the compression waves was to reduce the static pressure gradient at the wall, and to increase the chances of maintaining a full compression turn at the "shoulders" of the cowl and spike compression surfaces, avoiding local expansions for reasons previously mentioned.

The aerodynamic lines of the axisymmetric model thus designed are indicated in Figure 17 along with the fairing pressure distributions used to estimate the design point pressure drag. In Figure 18 are the associated laminae skin friction distributions for the cowl and spike. These local values of skin friction coefficient were integrated to estimate the inlet skin friction drag. Results of these internal drag estimates are presented in Figure 19 along with the wetted area distribution for this model. For the total internal drag coefficient of 0.147 the corresponding "drag-equivalent" pressure recovery is 2 percent, whereas the results of the characteristic solution indicated a "core" flow pressure recovery of about 25 percent. The "core" flow was not the uniform flow as in the simple analytical models used earlier in this report. This additional non-uniformity was caused by the curvature of the initial shock waves. For the design conditions, the calculated "core" flow occupied approximately one third of the constant area duct passage height.

The streamline tracing necessary for determining the internal contours of the swept-lip cowl (Figure 9) posed a particular problem. It was the original intention to use the method of Reference 13, i.e. the use of a method requires knowledge of the value of a stream function parameter at each nodal point in the characteristics mesh, and then lines for constant values of this function are "traced" through the mesh. Time would not permit development of the computer logic required to permit automatic tracing of selected streamlines, but the characteristics program was modified to calculate the value of the stream function parameter:

\[
k_i = \frac{1}{4\sqrt{\varepsilon} \left(1 + \frac{\beta_i}{\rho_i}\right) \sin(\beta_i + \delta_i)}
\]  

(2)

at each of the interior nodal points in the mesh. Large scale plots, based on calculations for the smallest mesh possible consistent with the geometry of interest and machine storage capacity, were then made using the technique indicated in Figure 20. As a check case, a comparison of this technique with the exact treatment given in Reference 16 for cone flow was made. Conical flow was selected as a basis of comparison since the mesh calculation used employs a linear interpolation between two interior points to determine the pressure recovery at the third calculated point (Reference 11). The assumption of constant entropy gradient between nearby interior points in the hypersonic flow, implied by this procedure, has been shown in Reference 17 to be a source of mass flow error. The irrotational field of the conical flow eliminates the effects of this source of error and permits a better assessment of the adequacy of the method of streamline tracing itself. (Prior to this check,
a comparison was made of flow properties at interior points by comparing independent solutions for a cone obtained from Taylor-Macoll theory, and a regular characteristics mesh; the agreement was excellent. Typical results from the streamline comparison test are presented in Figure 21. The lack of agreement is expected to get progressively worse for hypersonic rotational flow. As a result, use of the stream function technique was abandoned, and a similar method was employed based on lines of constant normal pressure recovery. The swept-lip cowl contours thus determined represent only an approximation to the solution sought, based on the calculated axisymmetric cowl shock shape. This is as should be expected, since a boundary layer correction must be made even to the "exact" streamlines. Such boundary layer corrections must necessarily be made for each streamline used. This was accomplished using the same technique employed on the axisymmetric cowl to determine the "physical" wall coordinates. Since the boundary layer calculation procedure used was based on the method of Reference 10, which is applicable to two-dimensional or axisymmetric flow, no allowance was made for the effects of cross flow pressure gradients in the design of the swept-lip cowl.

The coordinates of the swept-lip cowl inlet are presented in Table 1. A key to the interpretation of these coordinates is presented in Figure 22, from which the lines of the axisymmetric cowl can also be determined. Both inlets use the same centerbody design. The swept-lip inlet configuration has the same features as the model of Figure 10, but different surface coordinates.

AERO-MECHANICAL DESIGN CONSIDERATIONS

Several conflicts arise in the translation of the aerodynamic lines described in the previous section into actual hardware models from which accurate measurements of internal drag can be made. The first of these conflicts is that of internal drag isolation. In the establishment of the "paper" feasibility of determining hypersonic inlet performance from calculations based on force balance internal drag measurements (Reference 6) the assumption was made that the model internal drag could be adequately isolated. One of the objectives of the ensuing experimental program is to establish the validity of this assumption and thus demonstrate the actual practicality of this technique of inlet performance determination. Although force balance drag measurements for external aerodynamic models are quite common, such models do not generally require the same degree (if any) of actual mechanical drag isolation. Although the complete inlet drag (both internal and external) could be measured, some method of subtracting the external drag would have to be devised if the back-calculated values of inlet performance and thermodynamic flow properties are to have any reasonable resemblance to the actual quantities at the exit station of the diffuser.

For these models, the drag isolation is accomplished by the use of metric and non-metric surfaces. Such surfaces are physically isolated from each other and separate balances are used to measure the forces on the metric cowl and the metric spike surfaces. This arrangement is shown schematically in Figure 23. The isolation technique requires the use of small gaps (the order of 0.02 inches wide) to separate the metric and non-metric surfaces. Calculations indicate that less than 1 percent of the inlet mass flow will bleed through these gaps in the constant area throat section. Because of the relatively low balance cavity volume, transient calculations indicate that significant increases in cavity-pressure
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(above tunnel ambient) are possible during the few milliseconds of steady state inlet operation. To limit the resulting "thrust" forces on the gap rim in the constant area duct to less than 5 percent of the measured internal drag, provisions have been made for venting the balance cavity, and beveling the gap rim as indicated in Figure 23.

Model size is the second aero-mechanical contradiction. Aerodynamically, it is desirable to test as large a model as possible. Even in those hypersonic test facilities capable of simulating full-scale Unit Reynolds number, the test section size usually limits such tests to small-scale models. As pointed out in Reference 18, for small-scale models the pressure gradients imposed on the inlet boundary layer are more severe than for the full-scale counterpart, and thus there is a greater tendency for boundary layer separation. Although some method of scaling the performance of small-scale inlets may be devised on the basis of Reynolds's Number effect on viscous drag, such a technique at the present time, is invalid for the case of separated flow.

The importance of model size, and Unit Reynolds number, when comparing the performance of two inlet models is illustrated in Figure 24. Although the inviscid solution is approached as model scale is increased, the effects of boundary layer transition would eventually increase the viscous drag of the larger models and cause an effective decrease in the "drag-equivalent" pressure recovery.

From a mechanical point of view, a small model is desired. As pointed out in Reference 19, a true representation of the model airload is recovered by adding a signal proportional to the model acceleration, to the balance force signal. In order to produce an acceleration signal of adequate magnitude, the model mass must be minimized. This can be accomplished not only by employing light weight construction techniques, but also by reducing the size of the model.

The maximum capture diameter of these inlet models is 10 inches, which results in a model approximately 3 feet in length. Because of this relatively large model size, it was decided to first build, instrument, and test the axisymmetric configuration, before undertaking the more complex mechanical problems associated with the swept-tip design.

The third, and last problem to be discussed in this section is that of internal drag load variation. As pointed out earlier, the duct internal lines were contoured to assure that positive drag loads always act on the cowl and spike metric surfaces. This is desirable because otherwise large thrust forces can act on the back side of these components, causing the balance to measure a net force consisting of a small difference between two large numbers. In addition, this problem becomes amplified when tests must be conducted over a range of Mach numbers and Unit Reynolds's numbers. Estimates of cowl and spike component drag loads over the scheduled Reynolds's number variation for the Mach range from 8 to 16 in the CAL 48-inch shock tunnel indicated minimum loads of less than one pound to maximum loads approaching 100 pounds.
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Figure 1. Supersonic Burning Ramjet Inlet Flow System Schematic
Figure 1. Comparison of "Core" Flow and Mass Weighted η_R.
Figure 3. Schematic of Flow System used for Figures 4 and 5
Figure 4. Mass Flow Weighted Pressure Recovery vs Internal Drag Coefficient
Figure 5. Effect of Boundary Layer Thickness Ratio on $\eta_R$ and $C_{D_1}$
Figure 6. Effect of Pressure Recovery on Inlet Drag Error
SUPersonic burning ramjet - $M_a = 16$

$\eta_R = .25$ ('core' flow)

$\eta_C = .85 \quad A_0/A_e = 6.97$

$\eta_n = .995 \quad A_c/A_e = 1.00$

$F/A = .03$

$\gamma_f/\gamma_c = .25$

7th POWER B.L. PROFILE
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Figure 7. Effect of $C_{D_l}$ Error on Cycle Computed Net Thrust
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Figure 8. Effect of Inlet Friction Drag on "Core" Flow $\eta_R$
Based on Figure 7A of ASD-TDR-65-629, using Erdos & Rollon correlation curve which can be approximated by:

\[
\frac{P}{P_L} = 1 + \frac{1.618(M_{L,1})^{237}}{(R_{EL})^{23}}
\]

\[M_{L,1}, P_L\] are local quantities upstream of the pressure rise.

**Figure 11.** Laminar Boundary Layer Plateau Separation Pressure Ratio
Figure 12. Results of Spike Shock Shape Iterations
Figure 14. Cowl Effective Surface Mach Number Distribution
Figure 15. Displacement Thickness Ratio vs Turn Angle
Figure 16. Displacement Thickness Thinning Through a Non-reflected Shock
Figure 19. Wetted Area Distribution for Axisymmetric Inlet
AT EACH NODAL POINT:

\[ K_l = \frac{1}{4\sqrt{3}(1+\frac{M_l^2}{c^2})\sin(\beta_l+\beta)} \]

\[ \Delta \psi = (K_1 + K_{l-1})\log\left(\frac{R^2}{R_{l-1}^2}\right) \]

\[ \Sigma \Delta \psi \]

Figure 20. Streamline Tracing Technique
Figure 21. Streamline Comparison
Figure 22. Swept-Lip Inlet "X"-Sections and Key to Table 1
Figure 24. Effect of Model Scale on Internal Drag
<table>
<thead>
<tr>
<th>PLANE A</th>
<th>PLANE B</th>
<th>PLANE C</th>
<th>PLANE D</th>
<th>PLANE E</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>Y</td>
<td>X</td>
<td>Y</td>
<td>X</td>
</tr>
<tr>
<td>0.00</td>
<td>5.00</td>
<td>2.310</td>
<td>4.554</td>
<td>3.940</td>
</tr>
<tr>
<td>0.50</td>
<td>4.977</td>
<td>3.000</td>
<td>4.520</td>
<td>4.500</td>
</tr>
<tr>
<td>1.00</td>
<td>5.052</td>
<td>3.500</td>
<td>4.496</td>
<td>5.000</td>
</tr>
<tr>
<td>2.00</td>
<td>4.896</td>
<td>4.500</td>
<td>4.441</td>
<td>6.000</td>
</tr>
<tr>
<td>3.00</td>
<td>4.836</td>
<td>5.500</td>
<td>4.370</td>
<td>7.000</td>
</tr>
<tr>
<td>4.00</td>
<td>4.768</td>
<td>6.500</td>
<td>4.288</td>
<td>8.000</td>
</tr>
<tr>
<td>5.00</td>
<td>4.696</td>
<td>7.500</td>
<td>4.200</td>
<td>9.000</td>
</tr>
<tr>
<td>8.00</td>
<td>4.423</td>
<td>10.500</td>
<td>3.890</td>
<td>12.000</td>
</tr>
<tr>
<td>9.00</td>
<td>4.276</td>
<td>11.500</td>
<td>3.827</td>
<td>13.000</td>
</tr>
<tr>
<td>10.00</td>
<td>4.139</td>
<td>12.500</td>
<td>3.811</td>
<td>14.000</td>
</tr>
<tr>
<td>11.00</td>
<td>4.100</td>
<td>13.500</td>
<td>3.789</td>
<td>15.000</td>
</tr>
<tr>
<td>11.40</td>
<td>4.007</td>
<td>13.900</td>
<td>3.784</td>
<td>15.400</td>
</tr>
<tr>
<td>17.00</td>
<td>3.554</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plane F</td>
<td>X</td>
<td>Y</td>
<td>Plane G</td>
<td>X</td>
</tr>
<tr>
<td>---------</td>
<td>-------</td>
<td>-------</td>
<td>---------</td>
<td>-------</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.000</td>
<td>3.834</td>
<td>7.500</td>
<td>7.500</td>
<td>3.791</td>
</tr>
<tr>
<td>7.500</td>
<td>3.890</td>
<td>8.000</td>
<td>8.000</td>
<td>3.740</td>
</tr>
<tr>
<td>8.000</td>
<td>3.727</td>
<td>8.500</td>
<td>8.500</td>
<td>3.689</td>
</tr>
<tr>
<td>8.500</td>
<td>3.635</td>
<td>9.000</td>
<td>9.000</td>
<td>3.644</td>
</tr>
<tr>
<td>9.500</td>
<td>3.493</td>
<td>10.000</td>
<td>10.000</td>
<td>3.540</td>
</tr>
<tr>
<td>10.000</td>
<td>3.422</td>
<td>10.500</td>
<td>10.500</td>
<td>3.484</td>
</tr>
<tr>
<td>10.500</td>
<td>3.368</td>
<td>11.000</td>
<td>11.000</td>
<td>3.424</td>
</tr>
<tr>
<td>11.000</td>
<td>3.323</td>
<td>11.500</td>
<td>11.500</td>
<td>3.360</td>
</tr>
<tr>
<td>11.500</td>
<td>3.265</td>
<td>12.000</td>
<td>12.000</td>
<td>3.317</td>
</tr>
<tr>
<td>12.000</td>
<td>3.219</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>